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Time is an important dimension of knowledge 
representation. In natural language, temporal 
information is often expressed as relations between 
verb predicates (e.g., before/after/includes/equal).

One challenge in temporal relation extraction is 
that it requires high-level prior knowledge – the  
temporal order verbs usually follow. For example:

When the verbs are missing, it’s very difficult, even 
for humans, to figure out what happens earlier. 
However, if we know that e1=died, e2=exploded, 
e3=ask, and e4=help, it’s obvious that e2<e1 and 
e3<e4, due to our prior knowledge about these verbs.

Therefore, a probabilistic knowledge-base (KB) 
representing this prior knowledge is in need.  This 
work constructs TEMporal relation PRObabilistic
knowledge Base (TEMPROB). 
A sneak peak of TEMPROB (available at 
http://cogcomp.org/page/resource_view/114):
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Conclusion
• Step 1: Learn a verb temporal relation extractor 

based on TimeBank-Dense.
• Step 2: Extract verb semantic frames from a large 

corpus (>one million New York Times articles)
• Step 3: Apply the temporal relation extractor in Step 

1 to all the verb frames from Step 2.
• Step 4: Calculate the probabilities of verb_1 and 

verb_2 being relation before/after/includes 
/included/equal/vague.

The verb semantic frames has been extracted via the 
Illinois-SRL package. Given all the verb frames 𝑉 in 
a document, a temporal relation extractor ℰ is used to 
predict the temporal relation between any 𝑣$, 𝑣& ∈ 𝑉, 
i.e.,

ℰ 𝑣$, 𝑣&, 𝑟 ∝ exp 𝑤./𝜙 𝑣$, 𝑣&
where 𝑟 ∈ ℛ =
{𝑏𝑒𝑓𝑜𝑟𝑒, 𝑎𝑓𝑡𝑒𝑟, 𝑖𝑛𝑐𝑙𝑢𝑑𝑒𝑠, 𝑖𝑛𝑐𝑙𝑢𝑑𝑒𝑑, 𝑣𝑎𝑔𝑢𝑒}
Features 𝝓(𝒗𝟏, 𝒗𝟐):
(i) The part-of-speech tags 
(ii) The token distance
(iii)Modal verbs in between (i.e., will, would, can, 

could, may and might).
(iv) Temporal connectives in between (e.g., before, 

after and since).
(v) WordNet based features 
(vi) Prepositional head words
Learning of 𝒘𝒓: trained and tuned on TimeBank-
Dense using the averaged perceptron algorithm.
Global Inference: Temporal relations are transitive, 
e.g., if (A,B)=(B,C)=before, then (A,C)=before. 
However, the temporal relation extractor ℰ alone may 
produce predictions that break the transitivity 
requirement. To handle this, we perform global 
inference via integer linear programming (ILP) on top 
of ℰ while enforcing transitivity constraints:

Let 𝐶 𝑣$, 𝑣&, 𝑟 = # 𝑣$, 𝑣& 		𝑙𝑎𝑏𝑒𝑙𝑒𝑑	𝑟 ∈ ℛ. Define 
𝑃 𝑣$
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characterizes how likely (𝑣$, 𝑣&) = 𝑟 given 𝑣$.
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, representing the prior 

statistics in TEMPROB.
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Adding TEMPROB priors to the feature set and as an 
extra regularization term leads to better relation 
extraction performance on a benchmark dataset.

Constructed from over 1 million documents, 
TEMPROB is shown to discover temporal patterns of 
verbs to aid temporal relation extraction. TEMPROB 
may be a useful resource for many time-aware tasks 
(e.g., causality and narrative schema extraction ).
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Resulting TEMPROB: 
• NYT (1987-2007) >1M articles
• 51K unique verb frames
• 80M relations


