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What is an event?
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Event Extraction

➢ Supervised Event Extraction
◼ Schema-guided Event Extraction

◼ Document-level Event Extraction

◼ Cross-domain Zero-shot Transfer for Event Extraction

◼ Cross-lingual Transfer for Multi-lingual Event Extraction

◼ Cross-media Structured Common Space for Multimedia Event Extraction
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In Baghdad, a cameraman died when  a   combat  tank fired on the Palestine Hotel. 

place

place
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target
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PER VEH FAC

What is Information Extraction (IE)?

• Extract structured information and knowledge from unstructured data of heterogeneous 
data types, in various domains, genres, languages, and data modalities
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▪ It’s naturally a structure prediction task! Convert unstructured sequences to graphs



“Old” Days: Supervised Learning with Hand-crafed Features
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The                   European Unit release 20 million euros         …....       Iraq. 
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A More “Modern” Neural Event Extractor

• Reduce feature engineering efforts to some extent (Feng et al., 2016)

• But still rely on human annotated clean training data still fragile to noise in training data
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Or Put them Together…

• Add symbolic features by concatenating them with embeddings (Nguyen et al., 2016)



◼ Pipelined models suffer from the error propagation problem and disallow interactions among 
components

◼ Existing neural models do not explicitly model cross-subtask and cross-instance interactions 
among knowledge elements

◼ Example: Prime Minister Abdullah Gul resigned earlier Tuesday to make way for Erdogan, who
won a parliamentary seat in by-elections Sunday. 
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1. An Elect event usually has only one 

Person argument

2. An entity is unlikely to act as a 

Person argument for End-Position and 

Elect events at the same time

Joint Entity, Relation and Event Extraction



OneIE: An End-to-end Neural Model for IE (Lin et al., 2020)
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• Our OneIE framework extracts the information graph from a given sentence in four steps: encoding, 

identification, classification, and decoding
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Move from Entity-Centric to Event-Centric NLU



Event Schema Induction

◼ We design a set of global feature templates (e.g., event_type1 – role1 – role2 – event_type2 : an 

entity acts a role1 argument for an event_type1 event and a role2 argument for an event_type2

event in the same sentence). A more comprehensive event schema library is inducted following 

(Li et al, 2020).

◼ The model learns the weight of each feature during training
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target
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role1 role2



Incorporating Global Features
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• Given a graph G, we generate its global feature vector as  f(G) , where f is a function that evaluates a certain feature 

and returns a scalar. For example,

• Next, we learn a weight vector  and calculate the global feature score of  as the dot production of  and  .

• Global score of a graph: local graph score + global feature score:

• We assume that the gold-standard graph for a sentence should achieve the highest global score and minimize the 

following loss function:



Decoding

◼ We use beam search to decode the information graph

◼ Example: He also brought a check from Campbell to pay the fines and fees.
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Experiment Results

◼ We conduct our experiments on ACE (Automatic Content Extraction) 2005 (F-score, %)
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Model

ACE05-R ACE05-E

Entity Relation Entity Trigger
Identification

Trigger
Classification

Argument
Identification

Argument
Classification

DyGIE++ 88.6 63.4 89.7 - 69.7 53.0 48.8

DyGIE++* - - 90.7 76.5 73.6 55.4 52.5

OneIE 88.8 67.5 90.2 78.2 74.7 59.2 56.8

Dataset Training Entity Relation Trigger Argument

ACE05-CN
CN 88.5 62.4 65.6 52.0

CN+EN 89.8 62.9 67.7 53.2

ERE-ES
ES 81.3 48.1 56.8 40.3

ES+EN 81.8 52.9 59.1 42.3

◼ We evaluate the portability of the proposed framework on ACE05-CN (Chinese) and ERE-ES (Spanish).



Extending from Sentence-Level to Document-Level
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◼ Multi-Sentence Argument Linking (Ebner et al., 2020)

◼ Roles are evoked by event triggers, forming implicit arguments

◼ Implicit arguments linked to explicit mentions in text 
 Representations: Learn span representations for each trigger span and candidate argument span

 Prune: For each trigger, prune to top-K candidate arguments

 Linking score: Score representations of implicit arguments with representations of explicit 
arguments using a decomposable scoring function



Extending from Sentence-Level to Document-Level

◼ Event Extraction by Answering (Almost) Natural Questions (Du and Cardie, 2020)
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The input sequences for the two QA models share a standard BERT-style format

[CLS] <question> [SEP] <sentence> [SEP]



Event Extraction

◼ Supervised Event Extraction
◼ Schema-guided Event Extraction

◼ Document-level Event Extraction

➢ Cross-domain Zero-shot Transfer for Event Extraction

◼ Cross-lingual Transfer for Multi-lingual Event Extraction

◼ Cross-media Structured Common Space for Multimedia Event Extraction
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Move to any New Types: Zero-shot Event Extraction (Huang et al., 2018)
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ID Sentences

S1 In Baghdad, a cameraman died when a
combat tank fired on the Palestine Hotel. 

S2 The government of China has ruled Tibet
since 1951 after dispatching troops to the

Himalayan region in 1950.

Hypothesis: Both event mentions 
and types have rich semantics and 
structures, which can specify their 
consistency and connections

0.79 0.13
0.08 0.11

0.06

Detection

AMR Parsing

Large-Scale Target Event Ontology



19Large-Scale Target Event Ontology

Unseen Types

Seen Types

Available 
Annotations Corporate sponsors contributed

cash, mattresses, rice to reach 
remote Orang Asli villages.

New Event Mention

Zero-shot Event Extraction



How Much Human Effort Can We Save?

◼ Target Event Ontology: ACE(33 types) + FrameNet (1161 frames) = 1194 types

◼ Seen types for training: 10 most popular ACE types

◼ Unseen type: 23 remaining ACE types
20

Achieved comparable performance as a
supervised system when it’s trained on 500
event mentions from 3000 sentences

2166

Setting
Training Development Test

# of Types,
Roles

# of Events # of
Arguments

# of
Events

# of
Arguments

# of
Types/Roles

# of
Events

# of
Arguments

A 1, 5 953/900 894/1,097 105/105 86/130

23/59 753 879
B 3, 14 1,803/1,500 2,035/1,791 200/200 191/237
C 5, 18 2,033/1,300 2,281/1,503 225/225 233/241
D 10, 37 2537/700 2,816/879 281/281 322/365

Table 4: Statistics for Positive/Negative Instances in Training, Dev, and Test Sets for Each Experiment.

Setting Method
Hit@k Trigger Classification (%) Hit@k Argument Classification (%)

k=1 k=3 k=5 k=1 k=3 k=5
WSD-Embedding 1.7 13.0 22.8 2.4 2.8 2.8

A

Our Approach

4.0 23.8 32.5 1.3 3.4 3.6
B 7.0 12.5 36.8 3.5 6.0 6.3
C 20.1 34.7 46.5 9.6 14.7 15.7
D 33.5 51.4 68.3 14.7 26.5 27.7

Table 5: Comparison between Structural Representation (Our Approach) and Word Sense Embedding

based Approaches on Hit@K Accuracy (%) for Trigger and Argument Classification.

Type Subtype
Hit@k Trigger Classification

1 3 5
Justice Sentence 68.3 68.3 69.5
Justice Appeal 67.5 97.5 97.5
Justice Release-Parole 73.9 73.9 73.9
Conflict Attack 26.5 44.5 46.7
TransactionTransfer-Money 48.4 68.9 79.5
Business Start-Org 0 33.3 66.7
Movement Transport 2.6 3.7 7.8
Personnel End-Position 9.1 50.4 53.7
Contact Phone-Write 60.8 88.2 90.2
Life Injure 87.6 91.0 91.0

Table6: Performanceon VariousTypesUsing Jus-

tice Subtypes for Training

to (Feng et al., 2016).

• Joint: A structured perceptron model based on

symbolic semantic features (Li et al., 2013).

For our approach, we followed the experiment

setting D in the previous section, using the same

training and development data sets for the 10 seen

types, but targeted all 1,194 event types in our

new event ontology, instead of just the 33 ACE

event types. For evaluation, we sampled 150 sen-

tences from the remaining ACE05 data, including

129 annotated event mentions for the 23 unseen

types. For both LSTM and Joint approaches, we

used the entire ACE05 annotated data for 33 ACE

event types for training except for theheld-out 150

evaluation sentences.

Wefirst identified the candidate triggers and ar-

guments, then mapped each of these to the target

event ontology. We evaluated our model on their

extracting of event mentions which wereclassified

into 23 testing ACE types. Table 7 shows the per-

formance.

To further demonstrate the effectiveness of

zero-shot learning in our framework and its im-

pact in saving human annotation effort, we used

the supervised LSTM approach for comparison.

The training data of LSTM contained 3,464 sen-

tences with 905 annotated event mentions for the

23 unseen event types. Wedivided these event an-

notations into 10 subsets and successively added

one subset at a time (10% of annotations) into the

training data of LSTM. Figure 4 shows the LSTM

learning curve. By contrast, without any anno-

tated mentions on the 23 unseen test event types

in its training set, our transfer learning approach

achieved performance comparable to that of the

LSTM, which was trained on 3,000 sentences5

with 500 annotated event mentions.

Figure4: Comparison between Our Approach and

Supervised LSTM model on 23 Unseen Event

Types.

5The 3,000 sentences included all the sentences which
even havenot any event annotations.



Label-aware Classification (Zhang et al., 2020)
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Conflict:Attack

Attacker Target Place

PER,GPE,… PER, FAC, … GPR, FAC, LOC,…

◼ Label semantics
 We select “attack” as the label because we assume that it can represent the overall meaning of

this event type.

◼ Constraints
 “Attacker” can only be the argument of “Conflict:Attack” rather than “Life:Marry”.

x

x
x

x

x

x
x

x
x

x

x

x

x
x

Yes No

Use a cluster of contextualized embeddings to represent
labels and use constraints to regularize the predictions by
modeling it as an ILP problem.



𝐸1: Conflict:Attack
𝐸2: Life:Marry
…

The Proposed Framework
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Offline Preparation Online Prediction

Event Types Anchor Words Anchor Sentences

𝐸1: [Attack]
𝐸2: [marry, wed]
…

𝐸1: [𝑠1
𝐸1,𝑠2

𝐸1,𝑠3
𝐸1, …]

𝐸2: [𝑠1
𝐸2,𝑠2

𝐸2 ,𝑠3
𝐸2, …]

…

Contextualized
Representations

𝑅1: Attacker
𝑅2: Money
…

𝐸1: [Attack]
𝐸2: [marry, wed]
…

𝐸1: [𝑠1
𝐸1,𝑠2

𝐸1,𝑠3
𝐸1, …]

𝐸2: [𝑠1
𝐸2,𝑠2

𝐸2 ,𝑠3
𝐸2, …]

…

Role Types

𝐸1: [𝒗1
𝐸1,𝒗2

𝐸1,𝒗3
𝐸1, …]

𝐸2: [𝒗1
𝐸2,𝒗2

𝐸2,𝒗3
𝐸2, …]

…

𝑅1: [attacker]
𝑅2: [money]
…

Anchor Words
Contextualized

Representations
Anchor Sentences

𝑅1: [𝑠1
𝑅1 ,𝑠2

𝑅1,𝑠3
𝑅1 , …]

𝑅2: [𝑠1
𝑅2,𝑠2

𝑅2,𝑠3
𝑅2, …]

…

𝑅1: [𝒗1
𝑅1 ,𝒗2

𝑅1 ,𝒗3
𝑅1 , …]

𝑅2: [𝒗1
𝑅2 ,𝒗2

𝑅2 ,𝒗3
𝑅2 , …]

…

External
Corpus

Embedding Space

𝑅1
𝑅2

𝐸2

𝐸1
x

x
x

x x x

x
x

x

x
x
x

Bob [hits] John’s head.

Representation Layer

𝒗𝐵𝑜𝑏 𝒗ℎ𝑖𝑡𝑠 𝒗𝐽𝑜ℎ𝑛

Initial
Prediction

ILP

Final
Prediction

Constraints associated with the event ontology



How many anchor sentences do we need?
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Ten sentences are good enough!!

Model Train
types

Test
types

Trig
Hit@1

Trig
Hit@3

Trig
Hit@5

Arg
Hit@1

Arg
Hit@3

Arg
Hit@5

Frequency 0 23 9.6 27.2 42.5 25.9 63.4 80.6

WSD 0 23 1.7 13.0 22.8 2.4 2.8 2.8

Transfer-learning (A) 1 23 4.0 23.8 32.5 1.3 3.4 3.6

Transfer-learning (B) 3 23 7.0 12.5 36.8 3.5 6.0 6.3

Transfer-learning (C) 5 23 20.1 34.7 46.5 9.6 14.7 15.7

Transfer-learning (D) 10 23 33.5 51.4 68.3 14.7 26.5 27.7

Our Approach 0 23 80.5 88.9 93.2 68.5 94.2 96.8

Frequency 0 33 28.9 53.6 62.7 13.8 33.8 51.0

Our Approach 0 33 82.9 93.1 96.2 53.6 87.9 92.4
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Event Extraction

◼ Supervised Event Extraction
◼ Schema-guided Event Extraction

◼ Document-level Event Extraction

◼ Cross-domain Zero-shot Transfer for Event Extraction

➢ Cross-lingual Transfer for Multi-lingual Event Extraction

◼ Cross-media Structured Common Space for Multimedia Event Extraction

24



◼ Code-switch cross-lingual entity/word data generation

◼ Use English entities as anchor points to learn a mapping (rotation matrix) W which aligns 
distributions in IL and English

25

Cross-lingual Joint Entity and Word Embedding Learning

◼ Cross-lingual Joint Entity and Word Embedding to Improve Entity Linking and Parallel Sentence Mining 
(Pan et al., 2019)
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Cross-lingual Structure Transfer Event Extraction

◼ Cross-lingual Structure Transfer for Relation and Event Extraction (Subburathinam et al., 2019)



Graph Convolutional Networks (GCN) Encoder

◼ Extend the monolingual design (Zhang et al., 2018) to cross-lingual
 Convert a sentence with N tokens into N*N adjacency matrix A

 Node: token, each edge is a directed dependency edge

◼ Initialization of each node’s representation

◼ At the kth layer, derive the hidden representation of each node from the representations 
of its neighbors at previous layer

27

Word embedding POS tag Dependency relation Entity type



Application on Event Argument Extraction

◼ Task: Classify each pair of event trigger and entity mentions into one of pre-defined 

event argument roles or NONE

◼ Max-pooling over the final node representations to obtain representations for 

sentence, trigger and argument candidate, and concatenate them

◼ A softmax output layer for argument role labeling
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 Chinese Event Argument Extraction (Subburathinam et al., EMNLP2019)
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Cross-lingual Event Transfer Performance

Trained from Chinese

Trained from Arabic

Trained from English



Event Extraction

◼ Supervised Event Extraction
◼ Schema-guided Event Extraction

◼ Document-level Event Extraction

◼ Cross-domain Zero-shot Transfer for Event Extraction

◼ Cross-lingual Transfer for Multi-lingual Event Extraction

➢ Cross-media Structured Common Space for Multimedia Event Extraction

30



Knowledge is Beyond Just Text

◼ Multimedia Event Extraction (Li et al., ACL2020)

◼ We produce and consume news content through 
multimedia, 33% of news images contain event arguments 
not mentioned in surrounding texts
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TransportPerson_Instrument = stretcher

stretcher

fire



A New Task: Multimedia Event Extraction (M2E2)
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Event Type Movement.Transport

Event

Text Trigger deploy

Image

Last week , U.S . Secretary of State Rex Tillerson visited 

Ankara, the first senior administration official to visit Turkey, 

to try to seal a deal about the battle for Raqqa and to 

overcome President Recep Tayyip Erdogan's strong 

objections to Washington's backing of the Kurdish 

Democratic Union Party (PYD) militias. Turkish forces have 

attacked SDF forces in the past around Manbij, west of 

Raqqa, forcing the United States to deploy dozens of 

soldiers on the outskirts of the town in a mission to prevent 

a repeat of clashes, which risk derailing an assault on 

Raqqa.

Input: News Article Text and Image

Output: Events & Argument Roles

land vehicle

land vehicle

Arguments

Agent United States

Destination outskirts

Artifact soldiers

Vehicle

Vehicle
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Event Type Movement.Transport

Event

Text Trigger deploy

Image

Last week , U.S . Secretary of State Rex Tillerson visited 

Ankara, the first senior administration official to visit Turkey, 

to try to seal a deal about the battle for Raqqa and to 

overcome President Recep Tayyip Erdogan's strong 

objections to Washington's backing of the Kurdish 

Democratic Union Party (PYD) militias. Turkish forces have 

attacked SDF forces in the past around Manbij, west of 

Raqqa, forcing the United States to deploy dozens of 

soldiers on the outskirts of the town in a mission to prevent 

a repeat of clashes, which risk derailing an assault on 

Raqqa.

Input: News Article Text and Image

Output: Multimedia Events & Argument Roles

Arguments

Agent United States

Destination outskirts

Artifact soldiers

Vehicle

Vehicle

land vehicle

land vehicle

A New Task: Multimedia Event Extraction (M2E2)
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Event Type Movement.Transport

Event

Text Trigger deploy

Image

Last week , U.S . Secretary of State Rex Tillerson visited 

Ankara, the first senior administration official to visit Turkey, 

to try to seal a deal about the battle for Raqqa and to 

overcome President Recep Tayyip Erdogan's strong 

objections to Washington's backing of the Kurdish 

Democratic Union Party (PYD) militias. Turkish forces have 

attacked SDF forces in the past around Manbij, west of 

Raqqa, forcing the United States to deploy dozens of 

soldiers on the outskirts of the town in a mission to prevent 

a repeat of clashes, which risk derailing an assault on 

Raqqa.

Input: News Article Text and Image

Output: Multimedia Events & Argument Roles

Arguments

Agent United States

Destination outskirts

Artifact soldiers

Vehicle

Vehicle

land vehicle

land vehicle

A New Task: Multimedia Event Extraction (M2E2)



Vision vs. NLP for Event Extraction

◼ Vision does not study newsworthy, complex events 
 Focusing on daily life and sports (Perera et al., 2012; Chang et al., 2016; Zhang et al., 2007; Ma et 

al., 2017) 

 Without localizing a complete set of arguments for each event (Gu et al., 2018; Li et al., 2018; 
Duarte et al., 2018; Sigurdsson et al., 2016; Kato et al., 2018; Wu et al., 2019a)

◼ Most related: Situation Recognition (Yatskar et al., 2016)
 Classify an image as one of 500+ FrameNet verbs

 Identify 192 generic semantic roles via a 1-word description
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Cross-media Structured Common Space

◼ Treat Image/Video as a foreign language

36

Text Image / Video Frame

Word Image Region

Entity Visual Object

Relation Visual Relation

Entity-Relation Graph Visual Scene Graph

Event Trigger Visual Activity

Linguistic Structure Situation Graph



Cross-media Structured Common Space

◼ Treat Image/Video as a foreign language
 Represent it with a structure that is similar to AMR graph in text

37

Linguistic Structure,
e.g., Dependency Tree

Abstract Meaning Representation (AMR)
Situation Graph



Weakly Aligned Structured Embedding (WASE) 

-- Training Phase (Common Space Construction)
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Weakly Aligned Structured Embedding (WASE) 

-- Training Phase (Common Space Construction)
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How to generate situation graph?

◼ Method 1: Object-based Graph Training
 Learn to project image to verb embedding, and object to noun

 Learn to classify each object-image pair to a semantic role

40



How to generate situation graph?

◼ Method 2: Role-driven Attention Graph
 Learn to project image embedding to verb embedding

 Learn a spatial attention on image for each role 

 Learn to project attended role region to noun embedding

41



Weakly Aligned Structured Embedding (WASE) 

-- Training Phase (Common Space Construction)

42



How to align the two modalities?

◼ Prior work aligns image-caption vectors by triplet loss.

◼ We want to align two graphs, not just single vectors.

◼ Ontology is shared so the nodes carry similar semantics.

43
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How to align the two modalities?

◼ Prior work aligns image-caption vectors by triplet loss.

◼ We want to align two graphs, not just single vectors.

◼ Ontology is shared so the nodes carry similar semantics.
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Weakly Aligned Structured Embedding (WASE) 

-- Training and Testing Phase (Cross-media shared classifiers)
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Weakly Aligned Structured Embedding (WASE) 

-- Training and Testing Phase (Cross-media shared classifiers)
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Weakly Aligned Structured Embedding (WASE) 

-- Training and Testing Phase (Cross-media shared classifiers)
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Weakly Aligned Structured Embedding (WASE) 

-- Training and Testing Phase (Cross-media shared classifiers)
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Weakly Aligned Structured Embedding (WASE) 

-- Training and Testing Phase (Cross-media shared classifiers)
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Weakly Aligned Structured Embedding (WASE) 

-- Training and Testing Phase (Cross-media shared classifiers)
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Weakly Aligned Structured Embedding (WASE) 

-- System Diagram
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Experiment Results
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Experiment Results
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Experiment Results
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Cross-Media Coreference Accuracy
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Compare to Single Data Modality Extraction

◼ Image helps textual event extraction.

56

• Surrounding sentence helps 

visual event extraction.



Why Does Vision Help NLP?

◼ Various triggers and context can be coherent in visual space.

◼ Cross-media Common space pushes scattered sentences towards the visual cluster.

The man in Kosovo is an ethnic 
Albanian arrested south of the 
capital, Pristina.

But shortly after the round table 
began, Marko Djuric, head of the 
Serbian government office on 
Kosovo, was detained by police.

Berlin police tweeted that six 
people were arrested after a joint 
operation with the Berlin's 
prosecutor's office.

He was asleep in a suburban Seattle 
house last week morning when 
immigration agents showed up to 
arrest his father.

57



Compare to Cross-media Flat Representation
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Model Event Type Argument Role

Flat Justice.ArrestJail Agent = man

Ours Justice.ArrestJail Entity = man

Model Event Type Argument Role

Flat Movement.Transport Artifact = none

Ours Movement.Transport Artifact = man



Summary of Event Extraction Methods

IE Methods Supervised 

Learning

Bootstrapping Distant 

Supervision

Open IE/

Zero-shot

Schema/

Discovery

Approach 

Overview
Learn rules or 

supervised 

model from 
labeled data

Send seeds to extract 

common patterns from 
unlabeled data

Project large 

database entries 

into unlabeled data 

to obtain 
annotations

Open-domain 

IE based on 

syntactic 
patterns

Automatically 
discover scenarios, 

event types 

and templates

Requirement of labeled 
data

Large 

unstructured 
labeled data

Small seeds Large seeds Small 

unstructured 
labeled data

Little labeled data

Quality Precision High Moderate Low Moderate Moderate

Recall High Difficult to measure Moderate Low Moderate

Portability Poor Moderate Moderate Good Good

Scalability Poor Moderate Moderate Good Good


