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Where are We and What’s Next

➢ Applications
➢ Writing History Book

➢ News Understanding and Recommendation

➢ Disaster Relief

➢ Intelligence Analysis

➢ Accelerating Scientific Discovery

◼ Remaining Challenges and Future Directions
 External Knowledge Acquisition, Reasoning and Incorporation

 Document-Level Event Extraction

 Multimedia Information Extraction and Verification

◼ Grand Vision

◼ Resources

2



Application 1: Writing a History Book

◼ Problems on Human Written History Books: Highly Biased (History is written by the 
victors)

◼ Translated Japanese comments about Nanjing Massacre:

◼ As my grandma would say,
This is why we need to 
EDUCATE people

◼ It’s international human right to know what happened in the history

◼ We aim to assist historians and librarians at writing more complete and authentic 
history books 3
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Information Pollution

◼ Why would anyone ever believe these ridiculous rumors? 

◼ Because humans are very good at connecting dots

◼ And perhaps too good →



What will such a History Book look like?

◼ Organize chapters by major events clusters
and order them on a timeline

◼ Each chapter looks like a Wikipedia page
 The description is organized by multimedia 

timeline
with detailed source and evidence information, 
links to original news articles

 Detailed participants (arguments) and their roles, 
and their connections and relations

 Infobox shows event-event relations: temporal, 
causal and hierarchical

◼ Never-ending updating over time; put up to 
the wild for human editing and curation
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Example Chapter: 2019 Hong Kong Protests



ISIS Activity

ISIS Hostage EventsAttack Events Against ISIS 

U.S. Hostage died in airstrike

Attacker: ISIS Target: Kobani
Instrument: tanks and artillery 

Agent: Jordan Target: ISIS
Instrument: bomber
Place: Raqqa

Legend:
Event
Subevent
Temporal
Causality
Ext. KB

Attacker: ISIS Victim: pilot
Cause: burnt alive Victim: Goto Place: Syria

Oct 2014 Feb 2015

?

Example Chapter: ISIS attacks



(Li et al., ACL2020 Best Demo Paper Award)
GitHub: https://github.com/GAIA-IE/gaia
DockerHub: https://hub.docker.com/orgs/blendernlp/repositories
Demo: http://159.89.180.81/demo/video_recommendation/index_attack_dark.html

Application 2: News Understanding and Recommendation 

(Li et al., ACL2020Demo)

https://hub.docker.com/orgs/blendernlp/repositories


Event-centric Question Answering

■Identifying event orders and predicting future events

Ning, et al. TORQUE: A Reading Comprehension Dataset of 
Temporal Ordering Questions. EMNLP, 2020
• 3.2k news snippets with 21k human-generated 

questions querying temporal relationships

ForecastQA: A Question Answering Challenge for Event 
Forecasting

https://arxiv.org/abs/2005.00792


Event-centric Dialogue Systems

■Chatbots ■Clinical event processes

Can event processes improve the consistency of 

utterance generation/retrieval?

Diagnostic prediction, phenotype prediction, …

• Transfer learning can important (naturally lack 

of data)

• Structured prediction can be important 

(dependency of phenotypes, disease labels)
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▪ Re-trainable Systems: http://159.89.180.81:3300/elisa_ie/api
▪ Demos: http://159.89.180.81:3300/elisa_ie
▪ Heat map: http://159.89.180.81:8080/

Applications 3: Disaster Relief (Zhang et al., NAACL18Demo)

http://159.89.180.81:3300/elisa_ie/api
http://159.89.180.81:3300/elisa_ie
http://159.89.180.81:8080/


Applications 4: Intelligence Analysis
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http://162.243.120.148:8080/

• Achievement, Benevolence, Conformity, Hedonism, Power, Security, Self-direction, Simulation, Tradition and 
Universalism (Schwartz, 2012)

Applications 4: Intelligence Analysis



Scientific Literature

Hierarchical Spherical Embedding

Ontology Enriched Text Embedding

Cross-media Structured Semantic 
Representation

Generative Adversarial Networks 
for Data Augmentation and 

Distant Supervision

Multimedia Search and 
Summarization

Graph neural networks
Joint entity/relation/event extraction 

and ontology construction

Chemical Ontology & 
Existing Databases

Multimedia 
Knowledge Base

D A T A S E M A N T I C S K N O W L E D G E  B A S E

AAAI’19, ACL’20NAACL’19, EMNLP’19, 
ACL’19, ACL’20

NeurIPS’19, WWW’20, 
KDD’20, ACL’20

Application 5: Accelerating Scientific Discovery

◼ Extending to other scientific domains including Molecular Synthesis and Agriculture under two new NSF 
institutes



Graph Neural Network Encoder

Beam Search
Decoder

Reaction.Combination Element

catalyst

Information network

Graph Neural Network Encoder

KB concept of Ni

Name: Nikel

Chemical Symbol: Ni

Atomic Number: 28

Type: chemical element

Element category:

transition metal

Appearance: lustrous,

metallic, and silver with

a gold tinge

CatE Representations

...

The Ni catalyzed Suzuki ...

Multimedia Semantic Parsing Graph Representation

... ...

... ...

The Ni catalyzed Suzuki coupling reaction also palladium catalyzed system system

Role Trigger Entity

allow-01

react-02 compound

couple-02

catalyzed-01 catalyzed-01

:ARG1

:ARG0-of:ARG0

:ARG0

:mod

...
...

...

Suzuki coupling reaction nickel

Reaction.General Element

system palladium

Reaction.Combination Element

catalyst

Suzuki coupling reaction nickel

Reaction.General Element

system palladium

Reaction.Combination Element

catalyst

Suzuki coupling reaction nickel

Reaction.General Element

system palladium

catalystreactant

expand

 Reaction.General-reactant-Element  Reaction.General--catalyst-Element

Candidate Graph 1 Candidate Graph 2

...

Score Vectors

Entity Mention
Extraction

&
 Event Trigger

Extraction

◼ Joint neural Information Extraction model is proven successful for news domain (Lin et al., ACL2020)

Fine-grained COVID-19 Event Extraction



Fine-grained COVID-19 Event Extraction

◼ Multimedia Common Semantic Space Construction is proven successful for news domain (Li et al., 
ACL2020)



Multimedia Knowledge Graph Construction for Drug Repurposing 
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Figure 1.

FDA approved drugs of most interest for 

repurposing as potential Ebola virus treatments.

Entity Grounding for 
Drug Molecular 
Structure Image

KG from caption text

FDA

Drugs Ebola

approve

repurpose

Multimedia Knowledge 
Graph Expansion 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4358410/figure/f1/


Drug Repurposing Report Generation
(Section 6: In vitro Data available)



Section 9: Has the drug shown evidence of systemic toxicity?



Where are We and What’s Next

◼ Applications
❑ Writing History Book

❑ News Understanding and Recommendation

❑ Disaster Relief

❑ Intelligence Analysis

❑ Accelerating Scientific Discovery

➢ Remaining Challenges and Future Directions
➢ External Knowledge Acquisition, Reasoning and Incorporation

➢ Document-Level Event Extraction

➢ Multimedia Information Extraction and Verification

◼ Grand Vision

◼ Resources
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◼ Three Young Boys,ages 2, 5 and 10 survived and are in critical [injure] condition after spending in 18 

hours in the cold. 

◼ This was the Italian ship that was taken -- that was captured [transfer-ownership] by Palestinian terrorists 

back in 1985 [die_time] and some may remember the story of Leon clinghover, he was in a cheal chair 

and the terrorists shot him and pushed him over the side of the ship into the Mediterranean [die_place] 

where he [die_victim] obviously, died.

◼ Then police say the baby's mother pulled out a kitchen knife [die_instrument] opinion on the 911 tape you 

can hear Williams tape say "go ahead kill me." 

◼

Event Extraction Challenges: Scene Understanding

• Scenario = ISIS attack → Event = bombing instead of concert



Long-Tail Triggers and Arguments
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◼ Rare Triggers

 his men back to their compound

 A suicide bomber detonated explosives at the entrance to a crowded

 medical teams carting away dozens of wounded victims

 Today I was let go from my job after working there for 4 1/2 years.

 This morning in Michigan, a second straight night and into this morning, hundreds of people have been 
rioting in Benton harbor.

◼ Rare Arguments
 We've seen in the past in Bosnia for example, you held elections and all of the old ethnic thugs 

[election_person] get into power because they have organization and they have money and they stop the 
process of genuine building of democracy.

 He called the case and I'm quoting now, a judge's worst nightmare, but he noted that Maryland Parole 
Boards and the facility where Michael Serious was held, the institution made what the judge called the final 
decision on whether to release serious [release-parole_person]. 

 Last week Williamson, a mother of four, was found stabbed to death at a condominium [die_place] in 
Greenbelt, Maryland. 

 A source tell US Enron is considering suing its own investment bankers for giving it bad financial advice 
[Sue_crime]. 



Highly Ambiguous Triggers
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◼ Ellison to spend $10.3 billion to get [org-acquisition] his company. 

◼ I want to take [transport] this opportunity to stand behind the Mimi and proclaim my 

solidarity. 

◼ He's left [transport] a lot on the table. 

◼ Stewart has found the road to fortune wherever she has traveled [transport].

◼ And it's hard to win back that sort of brand equity that she's lost [end-position].

◼ Still hurts [attack] me to read this. 

◼ We happen to be at a very nice spot by the beach where this is a chance for people to 

get [transport] away from CNN coverage, everything, and kind of relax.

◼ He bought the machinery, moved [transport] to a new factory, rehired some of the old 

workers and started heritage programs.
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Event Coreference Resolution Challenges

▪ Super-event and subevent are often mistakenly identified as coreferential
❑ These same imposters were later filmed shooting handguns and automatic weapons in the direction of the building just 

minutes after they had switched sides .
❑ Right sector goons started the fire by throwing Molotov cocktails through the windows

▪ HC000030E: a sequence of subevents are often mistakenly considered as coreferential
❑ Nor does the author speculate on why the police stood by while people hurled themselves from windows to escape the fire 

or were savagely beaten by right wing extremists on the pavement in front of the building .
❑ Its true that Washington supports Neo-Nazi extremists who burned down the Odessa Trade Unions House .



Remaining Challenges for Multimedia Extraction: wrong localization
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Remaining Challenges for Multimedia Extraction: too many instances
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Discover from Google N-grams using lexical patterns

Verb + for + Time   / Spent + Time + Verb-ing

Discover from Wikipedia event infoboxes and categories

27

slept
burned

lived jailed

Event Spatial Evolution Pattern

2018

20142020

2017

2015

2019

2016

Future Direction 1: Knowledge Acquisition and Reasoning



Hierarchical/Causal Composition
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• Exploit Wikipedia/Wikidata

• layout, category (event type), part of relation, has cause, has 

immediate cause, has contributing factor, has effect, immediate 

cause of, start/end time battle → civil war

battle → invasion

battle →military campaign

typhoon → Pacific typhoon season

Wikipedia Pageview Co-burst

Cross-event Time Gap Pattern Discovery

• Mining external links in Wikipedia articles and edit history; 

measuring the similarity of two temporal histograms

Future Direction 1: Knowledge Acquisition and Reasoning



But How to Encode such Symbolic Knowledge?

◼ We just need to encode them in an elegant way

◼ The following position slides are from a working group at Dagstuhl Seminar 2019 (Yoav
Goldberg, Heng Ji, Dan Roth, Ido Dagan): 

29



Why? Because they are complementary

Representation Pros Cons

Symbolic 
Semantics

Easy to manipulate Not trivial to define symbols

Effective for ordering 
and composition 

Hard to integrate incompatible 
representations across multiple 
data modalities or languages 

More explainable to 
users; Easy for users to 
specify needs / influence 
results 

Has limited coverage; learning 
not scalable 

Complexity grows very fast with 
the number of symbols



Why? Because they are complementary

Representation Pros Cons

Distributional
Semantics

Easy to extend to multi-media 
and multi-lingual, can serve as a 
bridge for cross-media cross-
lingual common representation 

Not explainable

provide continuous instead of 
discrete representation: allow 
soft decisions and soft matching

Hard to control the 
output and its properties

more generalizable hard/impossible to 
verify/validate the 
correctness of the result 



How to Combine?

1.  Use symbolic semantics to represent input structure (e.g., edges in AMR graphs) and 
distributional semantics to represent nodes (e.g., concept nodes in AMR)

❑ Use in composition based classifiers such as CNN and GCN

❑ Use in composition based methods like Tree/Graph NN.

❑ Match sub-structures using soft-similarity on nodes and hard similarity on 
edges/structure

2.  Combine graph embedding (e.g., knowledge graph embedding, social graph 
embedding) with text embedding to:

❑ Extend the coverage (Graph embedding provides additional ‘neighbors’.)

❑ Validate 

❑ Allow flexible matching



How to Combine?

3.    Use symbolic structure to enforce output structure
❑ inter-dependency between labels and constraints (e.g., we use Bi-LSTM + CRFs for name tagging, where CRFs 

layer is used to capture the inter-dependency among labels, I-ORG cannot appear after B-PER, Lin et al., 
ACL2020)

4.     Convert distributional semantic representation to symbolic semantic   
representation (to show to a user / to edit / to perform symbolic   
inference later)
❑ ground/map the distributions of concepts to taxonomy/ontology/knowledge bases

❑ perform hierarchical clustering on event trigger words based on their distributional semantic representations, 
and then select the centroid entity or predicate lexical dictionary in Propbank/Ontonotes/VerbNet to assign a 
name to the event type (Huang et al., 2016)

5. “reason with symbolic, compute with distributional”
❑ Use local prediction/scoring based on distributional representation + global inference based on symbolic 

representation (Li et al., EMNLP2020)



Future Direction 2: Document-Level Event Extraction
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Seven people convicted last week in Vietnam‘s biggest-ever criminal trial, including two 
former senior government officials, have requested an appeal of the verdicts, a court 
official said Tuesday.

The trial by a Ho Chi Minh City court was seen as a litmus test of the communist 
government's resolve to fight widespread corruption.

The ``godfather‘’ of organized crime, Truong Van Cam, better known as Nam Cam, was 
convicted of seven crimes, including murder. He was sentenced to face a firing squad, 
and his lawyer has said he also plans to appeal.

Hanh, also a former member of the powerful Communist Party Central Committee, was 
convicted of receiving US$8,500 in bribes from Nam Cam‘s family to secure the crime 
boss’ early release from labor camp in 1990s. Hanh was sentenced to 10 years in jail.

Chien was convicted of receiving a stereo set worth 27 million dong (US$1,750) from 
Nam Cam's family and sentenced to six years in jail.

—> Where was Hanh / Chien sentenced?
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Future Direction 3: Knowledge-element Level Information

Consistency Checking
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Future Direction 3: Knowledge-element Level Information

Consistency Checking



Where are We and What’s Next

▪ Applications
❑ Writing History Book

❑ News Understanding and Recommendation

❑ Disaster Relief

❑ Intelligence Analysis

❑ Accelerating Scientific Discovery

▪ Remaining Challenges and Future Directions
 External Knowledge Acquisition, Reasoning and Incorporation

 Document-Level Event Extraction

 Multimedia Information Extraction and Verification

➢ Grand Vision

▪ Resources



Detailed Event-Centric Challenges
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Representing Time
◼ Representing time of events for the purpose of 

reasoning about it is still an open problem

◼ There are other challenges that we still don’t 
have good enough formulations for: 

◼ Semantic clarity

 What does it mean for a relation to be temporally 
qualified by some temporal argument T?

◼ All time points? At least one? None outside?

 How informative are temporal relations?

◼ Expressiveness

 Multiple perspectives; Nesting; Negation; 
Uncertainty

39

◼ The lion had a large meal and slept for 24 hours.
 When did it eat? Exactly 24 hours?

◼ The lion didn’t sleep after having a large meal.
 [Negated]

◼ The lion may have had a large meal before sleeping.
 [Uncertain]

◼ If the lion has a large meal, it will sleep for 24 hours.
 [Hypothetical]

◼ The lion typically sleeps for 24 hours after having large meals.
 [Repetitive]

◼ After having a large meal, lions may sleep longer.
 [Generic]

◼ Mary graduated from college in 1969 (or 1971)

◼ John believed in 1995 that Mary attended college in the 1960s

◼ Mary did not attend college in the 1970s (but at some other 
time)

◼ The great depression started before FDR took office.  

◼ WWI started before FDR took office. 

◼ In 1944 US and Germany were at war; 

◼ John got married in 1944; 

◼ Jim was born in 1944. 



Planning & Reasoning about Events

◼ Reasoning about Events often requires the ability to consider and plan around 
implicit events and reason about quantities and time.

40

Will we make it to dinner before the movie? 

Did Aristotle have a laptop?

See [Geva et al. TACL’21]

Mayor Rahm Emanuel now has raised more than $10 million toward his bid 
for a third term – more than five times the total raised by his 10 challengers 
combined, campaign finance records show. 



Grounding

◼ There is a need to ground in order to reason about events.
 Temporally, Spatially

 Multimodal: Where is this event? (and When did it happen)? 

 Manchester Bomber Believed Muslims Were Mistreated, Sought Revenge

 The visit to Berlin took place just after the collapse of the wall.

• What is the event? 
• When/where did it happen?

• What is the event? 
• When/where did it happen?



High Level Event-Centric Challenges
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CliffsNotes 

◼ How can we support readers in better ways?

 The novel features the character David Copperfield, his 
journey of change and growth from infancy to maturity, as 
many people enter and leave his life and he passes through 
the stages of his development. (Fiction, and you know it)

 London and England in the 19-th century; socio-economic 
state, child exploitation; schools, prisons, emigration to 
Australia (True historical facts)

◼ Currently, we can’t even tell the difference 
 What are the computational tasks we should think about? 

43

https://en.wikipedia.org/wiki/David_Copperfield_(character)


Event Reconstruction

◼ The NYT put together a reconstruction video of the 
killing of Breonna Taylor.
 Reconstruction is done by 

◼ Analyzing written evidence

◼ Transcripts from interviews with witnesses, policemen, 
neighbors

◼ Analysis of physical evidence collected in the scene

 It took weeks to produce

◼ Can this be automated to form a reconstruction of a 
(chain of) events?

 Ideally, this should be automated as a support tool for 
analysts

◼ Requires multimodal capabilities

◼ Understanding and reasoning about quantities & geometry

◼ Reasoning about uncertainty 

◼ Reasoning about (possible) conflicting events/reports

 Notion of multiple perspective & trustworthiness

Multimodal + 3D reconstruction:
https://www.nytimes.com/video/us/100000007348445/breonna-taylor-death-cops.html

Thank You!

https://www.nytimes.com/video/us/100000007348445/breonna-taylor-death-cops.html


Software and Resources

▪ Joint Neural Information Extraction system
• http://blender.cs.illinois.edu/software/oneie/

▪ Multimedia Event Extraction system and new benchmark with 
annotated data set
 GitHub: https://github.com/GAIA-AIDA/uiuc_ie_pipeline_fine_grained

 Text IE DockerHub: https://hub.docker.com/orgs/blendernlp/

 Visual IE repositories: https://hub.docker.com/u/dannapierskitoptal

▪ COVID-19 knowledge graph construction and drug repurposing 
generation

▪ http://blender.cs.illinois.edu/covid19/
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http://blender.cs.illinois.edu/software/oneie/
https://github.com/GAIA-AIDA/uiuc_ie_pipeline_fine_grained
https://hub.docker.com/orgs/blendernlp/
https://hub.docker.com/u/dannapierskitoptal
http://blender.cs.illinois.edu/covid19/
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Event-Event Relation References
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