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What is an event?

An Event is a specific occurrence involving participants.

An Event is something that happens.
An Event can frequently be described as a change of state.

/\

points

{non-durative)

N\

boundaries
(intrinsically

instantaneous) ins
[ ]

moments

(not intrinsically

eventualities

happenings
(durative)

T

siates

(non-dynamic)

tantaneous )

habitual episodic
states states
{nonautonomous) (autonomous)

use to drink, be drunk, be ar run,drink run a

win, reach SHEEze,
the summit, flash, hop, be a drinker, the summii,
die, leave kick, cough  be silly be drinking

QCCUITeEnCes
(dynamic)
Most of current NLP work
focuses on this
processes evelits
{atelic) (telic)
episodes changes

(non-resultative) (resultative)
] I

[] I.

[] I

] |

FLift to the

summit, drink Chart from (Dalling, 2011)

a glass of beer 2

beer, play  mile, play

the piane  the sonata



General Problem Statement

Input ...
O A piece of text, or images, or videos

1 Ontology

The target event types and the argument
roles for each type

Optional: the description of types and roles,
the entity type constraint of each argument
role, the example sentences, etc

Aims to extract ...

0 Events
Trigger identification
Trigger classification

O Arguments
Argument identification
Argument classification
Evaluated on ...
0 precision and recall on each task
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Evaluation

precision, recall, F-score on each task



What is Information Extraction (IE)? FIORT

* Extract structured information and knowledge from unstructured data of heterogeneous
data types, in various domains, genres, languages, and data modalities

participant
destination
time
time
ACL will be in Thailand in 2024, and we hope all participants can come as they wish.
GRE TIME PER PER PER

Transport

- It’s naturally a structure prediction task! Convert unstructured sequences to graphs

* BIO tag scheme is used, where the prefix B- marks the beginning of a mention, and I- means inside of a mention. A token not belonging to any mention is tagged with O. 4



Challenges

Sentence-level
Semantic Structure
Knowledge

Cross-task

Knowledge Cross-

Historical Data domain

Schema Knowledge | ,
Document/Corpus PO I’tabl | |ty
Global Context

Knowledge

insufficient labeled data
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Challenge 1: Quality

How to encode the knowledge for better scene understanding?

semantic structure knowledge such as dependency graph, AMR graph, etc

cross-task knowledge such as the interactions between relation extraction and entity typing
schema knowledge induced from historical data

document-level or corpus-level global context knowledge

O O 0O 0O

Sentence-level
Semantic Structure

Knowledge
i Emb i Teh
@ Event Saudi Embassy; Sheikh Ayatollah Islam ehran part-whole Iran
Cross-task (O Entity c
Knowledge I
= Iranian
5] protesters

demonstrator

Historical Data
Schema Knowledge

Document/Corpus
Global Context
Knowledge

Protest, Execution Set Fire Protest,




Challenge 2: Portability (cross-domain)

]

How to deal with unseen types for a new domain?

Cross-
domain
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Challenge 2: Portabllity (cross-lingual)

gy 0

How to extract events from low-resource languages?

Cross-

lingual

Insufficient labeled data

Rescue / Agent

0.09

attacked — military
forces

0.89
0.09

Military Action / Actor

Agent Patient
@) O
Onescue

Rescue / Patient Rescue /Time

0.04

nsubjpass ' nsubjpass
cnaceH — YKpauHCKMiA My>K4nHa
rescued — Ukrainian man

attacked — citizens

\0.79 0.05
0.16 0.02

Military Action / Target Military Action / Instrument

cnaceH
(rescued)
nsubjpass o advel: after
. BbINMbIN
YKpauHCKUiA My>HmnHa O O (drifted)
(Ukrainian man) nmod-into
YepHoe mope
O (Black Sea)

YKpauHcKuiA My>K4mnHa Bbli cnaceH nocne Toro, Kak oH
3acHyn Ha HaAyBHOW UrpyLWKe U BbiNnbl B YepHoe mope.

A Ukrainian man has been rescued after he fell asleep on an
inflatable toy and drifted out into the Black Sea.

New Event Mention in Foreign Language

Shared Convolutional Neural Network

attacks :
de, : .
nmod () United States : nsubjpass O nmod
retaliated ) compound Owarshlp :

O Material-conflict /

Attack / Military-action - O

attacked

nmod:in O O

O O O Isra\elO rocket (O Yemen citizens military forces
. O o S
Time Flace Time ace - Israel [Actor] retaliated with rocket [Instrument] attacks : The citizens[Target] were attacked
‘- a United States warship [Target] in Yemen [Place]. by the military forces[Actor].
Argument Labels for Argument Labels for Old Domain:

- New Domain: Rescue : Material-conflict / Attack / Military-action Training Event Mentions for Old Domain



Challenge 2: Portabllity (cross-modality) the rise of the image
the fall of the word

How to jointly extract events from multimedia?

Multimedia Event Extraction (Li et al.,
ACL2020)

We produce and consume news
content through multimedia, 33% of
news images contain event arguments
not mentioned in surrounding texts

Insufficient labeled data

mitchell stephel

kT

TransportPerson_Instrument = stretche
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('« How to capture the graph
structure of the IE graph?

- dependency graph, AMR
graph, etc.

N Joint IE

e

=

wider context to extract

~ N

el SChema-guided |IE

-

* From these graph structures
of historical data, are there
general patterns to guide IE?

- schema induction
\

%I’ context as features

- . .
* Understanding connections
between events requires
inference across sentences

- document-level IE (Argument
linking, QA based , NLG based)

e DOCUMeEnNt-level |IE

e
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Old” Days: Supervised Learning with Hand-crafted Features &IO@

The key of supervised
IE is to design
effective features.

- Feature engineering
by experts.

feature engineering
- local context

= Trigger Labeling

o Lexical 2
= Tokens and POS tags of candidate i
trigger and context words 5
o Dictionaries a
= Trigger list, synonym gazetteers i
o Syntactic
= the depth of the trigger in the parse tree =
= the path from the node of the trigger to
the root in the parse tree :
= the phrase structure expanded by the Q

parent node of the trigger
= the phrase type of the trigger

o Entity

= the entity type of the syntactically nearest
entity to the trigger in the parse tree

= the entity type of the physically nearest
entity to the trigger in the sentence

m Pros: Use linguistic knowledge from experts
m Cons: (1) Time-consuming (2) Not scalable to new tasks

= Argument Labeling

Event type and trigger

Trigger tokens
Event type and subtype

Entity

Entity type and subtype
Head word of the entity mention

Context

Context words of the argument
candidate

Syntactic

the phrase structure expanding the
parent of the trigger
the relative position of the entity

regarding to the trigger (before or
after)

the minimal path from the entity to the
trigger

the shortest length from the entity to
the trigger in the parse tree

(Chen and Ji, 2009)

11



A More “Modern” Neural Event Extractor

How to reduce the
human efforts for
feature engineering?

- Embed words into
semantic space

embeddings
- local context
- words and sentences

feature engineering
- local context

Use word embeddings as features (Feng et al., 2016).
Pros: Reduce feature engineering efforts to some extent
Cons: Still rely on human annotated clean training data still fragile to noise in training data.

SoftMax Event Trigger <— | ) Event Trigger <— | | (000 ) «— Event Trigger
A A A
Concatenate 1900000000 100000000
with CNN /
UL C, C E ULy C, C, E ULy G, Cs E Fv By
Word | @009 @@ [‘ﬁo; | @000 @0 @0 | @000 @9 @9 (@009
Representation ~  TTfTTTorTosossososososost Sofemmsfemsmsmsssmsmeoes ~--r ______________________

g]« LSTM, . |4~ L3T™ q—@q— LSTM LSTEQ—E]‘— LSTM 4—@4— LSTM q—E]q— LSTM & LSTM |

LSTM,, — ‘

LSTM LSTM —| LsT™ LSTM Ol Lst™m [> LSTM Z Lst™M || Tl LsTM _,g]
@ @

LSTM,

. & B B 8 8B &8 & @&

The European Unit release 20 million euros ... Iraq.

oy Sz
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Or Put them 7

‘ogether...

Embeddings can only
capture local text
semantics, which is
fragile.

- Add more global
features targeting the
dependencies between
triggers and arguments

semantic structures
- local context
- sentence structure

embeddings
- local context
- words and sentences

feature engineering
- local context

Add symbolic features (entity type, dependency tree relations, etc) by concatenating them with

embeddings (Nguyen et al., 2016)
Pros: Capturing dependencies between triggers and arguments
Cons: Still lack of global context, such as entity relations, etc

prediction outputs
feature representations

1
. : :
input sentence local argument ' !
[ ] 1
indexes of trigger feature generator  E==Trgary matrices A vemory
and entity mention (Lietal., 2013) ! ' .
} . Vectors/Matrices
candidates . . «,
----------------------------- o o e o R W R R R O O M M M W W S m o m s
entity mention "Baghdad” . A A X
' rgumen
__________________________ L 4 W i . Role
entity mention "man” Prediction
"" _:I:I:m:m""""""'""""'"" T At (e LR R L L L L L b Trigger
a: g O Eﬂ:‘ Prgc?iction
local context 4 2% 2 Y JAN LY . N
vector extraction . Bidirectional
Q-ag hidden Recurrent
ie
word embedding wheg vectors Neural
look up tank W Network
Y fired word ~ =e===-- SRR EEE! . EEEEEEELEELE I H g H A
in .
Baghdad | embeddings Sentence
entity ype - » " ---H---q----------- ===fu===pu-==m-=- - == # - -4 Encoding
embeddings = _Z._... T e I S [ SR I N B U BN S S
depdendecy ﬁ H...0...0...0... __gl
tree relations a man  died when a  tank fired  in Baghdad
S L L L L e > 13

X



Joint Entity, Relation and Event Extraction

However, errors can
be propagated from
previous tasks.

-> Jointly extracting
entities, relations and
events

cross-task knowledge
- global context
- knowledge elements

semantic structures
- local context
- sentence structure

embeddings
- local context
- words and sentences

feature engineering
- local context

Pipelined models suffer from the error propagation problem and disallow
interactions among components

Existing neural models do not explicitly model cross-subtask and cross-
instance interactions among knowledge elements

Example: Prime Minister Abdullah Gul resigned earlier Tuesday to make
way for Erdogan, who won a parliamentary seat in by-elections Sunday.

1. An Elect event usually has
Abdullah Gul Erdogan Abdullah Gul

Erdogan only one Person argument

PER PER L . PER PER

2. An entity is unlikely to act ® ®
® person
person I I person as a Person argument for person | | person

End-Position and Elect N

Elect End-Position events at the same time Elect  End-Position

won resigned won resigned

14



OnelE: An End-to-end Neural Model for IE RJOB.T

OnelE framework extracts the information graph (nodes: entities and events, edges: relations and
arguments) from a given sentence. (Lin et al., 2020)

Main challenge for Joint IE: How to capture interactions between knowledge elements?

Information network victim victim
e ®  © ! Injure-victim-ORG
victim Die PER Injure ORG
Decoding |1 Beam search o o
Die PER Injure victim victim
e 0/—\ ‘t Injure-victim-PER
: ) Die PER Injure
) Trigger

Role Relati
Classification 1 Score vectors E H H elatio EHTITV\E

Identification

L LTI T T T I

The earthquake kiled 19 people and injured 300 in  Kashmir region , India

15



AMR-IE: An AMR-guided framework for IE A TOBT

To better capture Use a richer semantic parsing Abstract Meaning Representation (AMR) graph
connections between (Zhang et, al, 2021):
knowledge elements... AMR Graph AMR Guided Graph Encoding: Edge-Conditioned GAT
. e Triggers 1€+1
- Adding graph structures - =
— \\”\‘@,i R R+l
hhy  @-—metcheq by <= ¢
ARG1 i -"O h§+1
Graph s
————— @ hs
Structure i o, i
dependency, h hs @ hs
AMR,... Entities AMR Graph Message Passing Updatea,

Representations

AMR Guided Graph Decoding: Ordered decoding

Information Network

Life:Die Justice:Sentence
ROOT
t1 ty t
T ‘\ 1 ;.tz
cross-task knowledge /
- global context e . J |z
1,1 R 11y \ e 3
- knowledge elements S eu D O ‘\ ’O
semantic structures el \
- local context @ @ i €12 €22 £33 1 a3 S22 X €23
- sentence structure S PER-SOC == oo PERSOC S o N A O A ~f O 2 O . O
embeddings correct ordered decoding: t; t; e;q €31 €12 €22 €23
- local context
- words and sentences Sentence |  AMRParsing | OnelE outputs | AMR-IE outpuis
[ [ . . . fait-a1 Contact:Mect Contact; Meet

feature engineering Russian President Vladimir Putin’s summit with ) Stmtrait st
- local context st proveal

the leaders of Germany and France may have been a Entity lace Entity

failure that proves there can be no long-term "peace o

camp" alliance following the end of war in Iragq. Y tadionir Putin e | “Viadimir “Irag”| “Viadimir “lrag" 16

“Crermany™ “France” "irsq Putin®  leaders ™ Putin™  “leaders™




T

2014 Thai coup d'état: OgHako NpoTeCcT: M GNoKana ANATCA yHe
MNoYTH 3 MECALIA, 3 BOSHHLIE TaK U HE NepelInd K JeAcTBAAM

It we look at & wider 2013 Egyptian coup d'état: ... General Abdel Fattah el-Sisi announced
context When g;tjnglghere_ wus‘:"d be calling newpresidentialand Shura

T T Ukrainian crisis: At 0925 profesferspushed the Berkut back to the
Capturmg ConneCtlonS October Palace after security forces tried to set fire to Kiev Conservatory,

between kﬂOWlEdge which was being used as a field hospital for woundedprofesters.
elements...

Ukrainian crisis Chechen-Russian Conflict
ConflictEvent.

Purnri'calc:unlid. ‘E> 1 country

CivilUnrest 1w-years

- Schema knowledge ControlEvent MakeUndoEvent.
. . - - Propertias: - PreventAction. BreaklUndo.
from historical data .  titie, Internationallntervention Ceasefire
’ _ Typa r 20% 34111:-1 '13|.|I
Conservatory - secure-02 : ) ﬁ% ﬂh 5

schema knowledge place of residence 4 3 1 2 M
- global context birthplace « directive protester country  topic | 41  country country 5 3 protester 1 country
- historical events SocialEvent. ConflictEvent. ConfiictEvent.  ControlEvent. SocialEvent SocialEvent. SocialEvent. SocialEvent

CommunicationEvent PoliticalC onflict. PhysicalConflict. PreventAction. Start’'End_SocialRelations. TransactonEvent Legislation/Contracts. TransactionEwvent.

Cgl)st?;é(l:%i;tker)](?vwedge PublicSpeaking SocialGathering Attack ArrestJailDetain PersonnelChange EmergencyResponse Acceptigreement TransferControl

- knowledge elements 5 T
semantic structures 5"“““3" "d 1mon £ & 1&.“ =
- local context 5 / - &, 3 f :
- sentence structure f ' ;ﬁ? =)
embeddings 1 4 s 1 4 3 4 10 1 B 1 1 1 3
- local context tnplt:dl'emvecnunry 3 weapon 3 countrydirective ¥ country directive title country title country wounded country lawinfo country protester city
- words and sentences ster  protester 3
against_ '-' J omme SocialEvent. MovementEvent. SocialEvent. ConfreiEvent.
i i topic ﬂﬂ““tT speaker mm SocialEvent SocialEvent. CommunicateEvent. Mowvement. CommunicateEvent. PreventAction.
felatuTe engineering StartEnd_SocialRelations.  Start/End_SocialRelations. MeetingAndDiscussion Send Denouncement Sanction
- local context EndPosition StartPosition e,
1d 1d ke L Tw-1y
& 1
ﬂ Y
Temporal ,ﬁe A % .
Causality d‘@ E =
Subevent 4 9 1 4 10 1 1 3 3 13 1

country country  militaryCrg  country country country country poliicalOrg country 17

directive tite country drective title country



Event Schema Induction from Historical Data FJO# T

We design a set of global feature templates (e.g., event_type, — role, — role, — event_type,:
an entity acts a role, argument for an event_type,; event and a role, argument for an

event_type, event in the same sentence). A more comprehensive event schema library is
inducted following (Li et al, 2020a).

The model learns the weight of each feature during training

£ = = £ = =
: role, : : role, : victim target victim " attacker l
S N T ) Life.Di Conflict.Attack Life.Die Conflict.Attack
| event_type, ! 1 event_type, | e.be : : '
N e e e e - D L J
Template

Negative weight

Global score of a graph: local graph score + global feature score

s(G) = 5'(G) + ufg

18



Schema-Guided Information Extraction FAJIO¥T

We conduct our experiments on ACE (Automatic Content Extraction) 2005 (F-score, %)

Dataset Entity Event_'_l'rl_gger Event _'I_'rlgger Event A_rgqment Event A_r_gu_ment Relation
Identification Classification Identification Classification
OnelE 90.3 75.8 72.7 57.8 55.5 44.7
base
+PathLM 90.2 76.0 73.4 59.0 56.6 60.9
"""" Input Sentence | Candidate IE Graph | .
PER : We evaluate the portability of the proposed framework on

: CNN Pentagon correspondent : Transport troops
' 1§

: Barbara Starr reports coalition | entering arge
' troops entering [Transport] artitect !
+ Baghdad were met with fierce | desg :

| "natiop, \ace Attack

ACEO05-CN (Chinese) and ERE-ES (Spanish).

+ fighting [Attack], and there P Attack | FoF : : ;
. were casualties on both sides BaGgI;Edad fighting Dataset Training Entity Relation Trigger Argument
b e ACE(G- CN 88.5 62.4 65.6 52.0
; Transport artifact _I_:ER located_in _?PI%_ place Attack CN CN+EN 89 8 62.9 67.7 539
TranspoRcination SPE lacated_in PER target Attack ; CREES ES 81.3  48.1 56.8 40.3

i ES+EN  81.8 92.9 99.1 42.3

Paths from Schema Repository

19



ZIOSF

FourlE: Joint Information Extraction with GNN

A type dependency graph for the types in the four IE tasks: entity mention recognition,
To better capture : : : : )
schema knowledge relation extraction, event trigger detection, argument extraction. (Nguyen et al, 2021)
> Add h o L] e.g., the Victim of a Die event has a high chance to also be the Victim of an Attack event in the same sentence
Adding graph structures
g grap An instance graph to capture interactions between mstancesG,..,d
pr—
v Voo, J—
S?rrac?hre B e eon & N
uctu Regularization _One-hot somples: type
[hl hg. . h:l:.] GW”J G‘EH -FL.-&_:_T}
Liype = — 2kt log ¥y [ux] ( Eumbef-sm'tmmr | L= I 5:. :'--
\ {nﬂp{!ﬂttﬂdjﬂ.?ﬁf —
Y10 ¥20 -0 ¥
schema knowledge $
- global context i inat N
- historical events instance inferacHon GCN o (Candidates)
cross-task knowledge @ Event trigger
- global context
- knowledge elements @ Entity mention
semantic structures ® Event argument
- local context
- sentence structure © Relation
embeddings \ ;
- local context 1
- words and sentences Instance representations: [r""f [-’_;"' N r;’”’]
i i erf e
g P peeter ‘” Vi L L
- A& driving what appeared to be a _tu the/checkpoint), waved soldiers over , .. 1
- BERT Encoder + Two Conditional Rondom Fields for event trigger and entity mention sequence labeling
20
A man driving what appeared to be a taxicab came to the checkpoint , waved soldiers over , ...




Summary of Supervised IE (1) FAJIO¥T

Encoding wider context improves the IE quality (local = global)
o A global view of event graph is introduced, to capture the global context of events

Structure encoding is critical for IE
o dependency graph, AMR graph, event graph structure, etc.

schema knowledge

Moving forward...
- global context

- historical events Better structure encoding: How to encode the complicated
cross-task knawledge connections between events to guide IE?

- global context
- Enowledge elements )
0 entity paths between events (events can be walked to each

semantic structures . .
- local context other via entities)

- sentence structure

embeddings o horizontal: temporal relations, casual relations, etc
- local context . . ] .

- words and sentences o1 vertical: hierarchical relations

feature engineering Wider context: How to use schema knowledge?

- local context

0 extraction as schema filling task to discover salient events

[ taking advantage of schema probability
21



Extending from Sentence-Level to Document-Level

Previous: capturing wider context as features to train a better model
Is there any limitation during inference? Can we extract events from a wider context?
- document-level IE, corpus-level IE.

document context
- global context
- document/corpus

schema knowledge
- global context
- historical events

cross-task knowledge
- global context
- knowledge elements

semantic structures
- local context
- sentence structure

embeddings
- local context
- words and sentences

feature engineering
- local context

Elliott testified that on April 15¢McVeigh came into the body shop

and reserved the truck, to be’picked up at 4pm two days later.

Elliott said that McVeighrgave him the $280.32 in exact change after
declining to pay an qdéitional amount for insurance.

-
—
-
—

(Li, et al, 2021)
22



Argument Linking for Document-level |IE Ioﬁ

‘-5’.’?@ <

Implicit argument
representation

Multi-Sentence Argument Linking (Ebner et al., 2020) . ) g

-
=)
Trigger re| res;ntation
When Russian aircraft bombed a remote garrison in +h , Argument representation
southeastern Syria last month, alarm bells sounded at the - —— _——m
W i " — A Pas Ole embedding
Pentagon and the Ministry of Defense in London. = 4
% o precenation
%, Conflict/Attack/ Vo P
%, 9| AirstrikeMissileStrike N N—
The Russians weren’t bombarding a run-of-the-mill
rebel outpost, accordin U.S. officials. \/_

- | - | | [
l(a,aer) = sg,r(e,r) + sar(a,

r)
o mm
Roles are evoked by event triggers, forming implicit arguments + 51(0, Ger) + 5e(e,0), a e
Implicit arguments (roles of each trigger) linked to explicit mentions in text
1 Representations: Learn span representations for each trigger span and candidate argument span
1 Prune: For each trigger, prune to top-K candidate arguments

[ Linking score: Score representations of implicit arguments with representations of explicit arguments using a
decomposable scoring function

23



Summary of Supervised IE (II) — document-level ng@I()

Argument Linking - good explainability based on linking score - The representation learning for
linking score relies on event
annotation, which is small and costly

QA-based - pre-trained language models

24



QA-based Event Extraction

#

2 se -
R
-\ S .Y:‘r’:‘»;; {7’

SWe
L/

Questions are constructed based on templates for each role and the predicted answer
serves as the extracted argument (Du and Cardie, 2020).

Input sentence:

As part of the 11-billion-dollar sale

of USA Interactive's film and
television operations ...

French company,

Trigger
question
template

instantiation

Buyer parent company,
USA-nteractive
Seller USA Interactive
Artifact operations
Place UsA
Beneficiary| -
.

Applying dynamic
threshold to keep
only top arguments

French company,

Buyer parent company,
USA Interactive
Seller USA Interactive
Artifact operations
Place USA
Beneficiary| -
J

Questions for events

operations ...

[CLS] the action k

EP] As part of ...
television

BERT QA
model for trigger
extraction

Questions for arguments

Buyer: [CLS] Who is the buying agent in sale?
Artifact: [CLS] What was bought in sale?

Seller: [CLS] Who is the selling agent in sale?
Place: [CLS] Where the event takes place in sale?

BERT QA
model for
argument
extraction

+ [SEP] “input sentence”

As part of ... sale of
... film and television
operations to the
French company and
its parent company

Detected event:
Type: Transaction-
Transfer-Ownership,
Triggered by: sale

Argument
question
template

instantiation

The input sequences for the two QA models share a standard BERT-style format: [CLS] <question> [SEP] <sentence> [SEP]
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QA-based Event Extraction

o , oo JISIeZ
.

Use a style transfer to make the questions more natural (Liu et al, 2020).

S1: On Sunday, a protester stabbed an officer with a paper cutter.

¥

1) Event Irigger Extraction

Quigear: [EVENT] -
Ao Stabbed (Type=Attack)

2) Unsupervised Question Generation

[nstrument 51
Jr Template Jr Stvle Transfer
Qinsrument: [ What is the instrument] [that a protester use to stab an officer?]

3) Event Argument Extraction

’ e ———— i :

Quarmen: What 1s the instrument that a protester use to stab an officer? : —— i
Aparmnen: A paper citer "}g BERT Based RC Model
o S I S S S :
Qastacker: Who 15 the attacker that stabbed an officer? - [CLS] q1 q2 *** qm [SEP] ¢ ¢ *** ¢y
Ajsmder: A protester: : uesoon context
L
EE Result: | Stabbed (Type=Attack) | Instrument=a paper cuiter, Allacker—a protester, Target=an officer, Time=Sunday

26



Argument Extraction as Definition Comprehension

/ —

Using the definition statement as the “question”, the statement is incrementally filled in with
the predicted answers (Chen et al. 2020).

Statement Text
T1: 2. - 3. 4 S,
someone killed someone else” with something” in some place " at some time - : : :
Round 1 e B £ P Unrest continued in other parts of the
LB VICTIM INSTRUMENT PLACE UL ops . s
us.uo country. Americans sought to bring calm to
k_,_a—-"- .
Round 2 U-S- troops' killed someone else® with something® in some place* at some time’ >( 9 {l»:fosul, e y's'. Qs laiigreovte
" AGENT VICTIM INSTRUMENT PLACE TIME \e = <— in clashes earlier in the week. Brooks,
D‘P . i I F o g
17 o€ briefing reporters at the U.S. Central
Round 3 US. trmps] Killed 17 penplez with something3 in some p]ace" af some time> Y (.mn.m(ma' headquarters, I(..r!’.m disclosed that
— e T = TIME = Marines had broken up violent clashes on
/ @ Wednesday in Tikrit, Saddam's hometown.
1y 2 3. 4 . 5
Round 4 U.S. troops killed 17 people” with something” in some place” at % >( 9
AGENT VICTIM INSTRUMENT PLACE F/’/M(}S\l't Extracted event
: [ TRIGGER : “killed”
Round 5 U.S. troops! killed 17 people? with something® in Mosul® at some time® >( 9
AGENT VICTIM INSTRUMENT PLACE TIME e week AGENT : “U.S. troops”
_ carhier’® LIFEDIE | victiMm : “17 people”
. I "
U.S. troops’ killed 17 people? with something? in Mosul* at earlier in the week” > HLen “MO?“l , .
“AGENT VIO TNeTRUMBNT _ PLACE TIME _ TIME : “earlierin the week” |
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Summary of Supervised IE (II) — document-level & JO&:T

Argument Linking - good explainability based on linking score - The representation learning relies on
limited event annotation

QA-based - pre-trained language models - Cannot control the number of

(Different question generation: arguments for each role
template-based, style transfer,

definition-based, etc)

NLG-based

28



Argument Extraction as NLG FJO# T

Elliott testified that on April 15, McVeigh came into the body
shop and <tgr> reserved <tgr> the truck, to be picked up at
Document 4pm two days later.

Elliott said that McVeigh gave him the $280.32 in exact
change after declining to pay an additional amount for

insurance_ ______ Emﬂﬂ bDUgh‘t
Prosecutors say he drove the truck to Geary Lake in Kansas, R - o ““.
that 4,000 pounds of ammonium nitrate laced with ’,f’ o o §c§§$
nitromethane were loaded into the truck there, and that it.was -~ . d d ’ 6
driven to Oklahoma City and detonated. O O O O" """"""
t ¢+ ¢t t ¢t ¢ t
Template <arg1> bought, sold, or traded <arg3> to <arg2> in exehange
emp for <argd> for the benefit of <arg5> at <arg6> place Encoder Decoder
Outout Elliott bought, sold or traded truck to McVeigh in exchange for <s> | lemplate <s></s> Document </s>
pu ’/$28|‘Ji32 for the benefit of ::arg}lat body shop p
Amg 1 Arg 4 Arg 3 Arg 2
Giver: PaymentBarter: AcquiredEntity: Arg 6 Place: Recipient:
Elliot $280.32 truck body shop McVeigh

Argument extraction is formulated as a conditional generation problem with a blank event template as part
of the input and a filled template as the desired output (Li et al, 2021).

For some datasets, this template is readily available as part of the ontology; for others, only one template is
needed per event type.

All arguments for one event can be extracted in a single pass.
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Comparison between QA-based and NLG-based IO@

Unlike the standard QA setting, for the argument extraction task, we often face missing
arguments and multiple arguments for the same role
Missing arguments: output the placeholder token <arg>

Multiple arguments: use “and” to connect the arguments

(" | never said that , " Trump told me . “ Yes, he did, " said Smith.) The Japanese bankers participant with whom
Trump participant had negotiated contact.negotiate.correspondence a tentative sale suddenly backed off . “ The

Japanese despise scandal , " one of their associates told me . Several weeks later , Donald called lvana .

Model output: Trump and Japanese bankers communicated remotely about <arg> topic at <arg> place

30



Comparison between QA-based and NLG-based

FIO%T
L ey

Context Role Ours BERT-CRF BERT-QA
I have been in touch El: Participant [ I NDS
(El:Contact.Contact.Correspondence) with the NDS NDS official official I
official in the province and they told me that over 100 official
members of the NDS were killed(E2:Life.Die) in the big NDS official
explosion , " the former provincial official said . Sharif E2: Victim members members members
Hotak , a member of the provincial council in Maidan E3: Identifier he N/A N/A
Wardak said he saw (E3:Cognitive.IdentifyCategorize) E3: IdentifiedObject bodies N/A N/A
bodies of 35 Afghan forces in the hospital." E3: Place hospital N/A N/A

For the Contact event E1, BERT-QA over-generates answers for the participant span.

1 QA models produce a ranking over possible answers, producing the optimal threshold is hard

For the IdentifyCategorize event, only our model can successfully extract all arguments.

01 Sequence labeling model struggle with types with few training examples
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Summary of Supervised IE (II) — document-level IO A8

Argument Linking - good explainability based on linking score - The representation learning relies on
event annotation, which is small and
costly

QA-based - pre-trained language models - Cannot control the number of

(Different question generation: arguments for each role

template-based, style transfer,
definition-based, etc)

NLG-based - pre-trained language models - Lack of ontological constraints
- deal with missing arguments and multiple - Without schema knowledge
arguments

32



Summary of Supervised IE (1) — document-level & FO&:T

Moving forward...

« How to encode
ontological
constraints?

* How to incorporate
= ?
‘ Lozl g schema knowledge?

‘ NLG based * How to resolve |
coreference during
* is able to handle missing extraction?
arguments and multiple
arguments

‘ QA based

- take advantage of pre-
trained language models
trained from large-scale
corpus

® Argument Linking

« linking score is based on
span representations for
triggers and arguments,
trained on annotations

only 33



Outline

Portability

Cross-
domain

Cross-
lingual

Cross-
media

Structure transfer: AMR graph <-> event structure o
Common space: To generate informative embeddings for labels, we
should seek information from definition, example sentences, etc

Structure transfer: universal dependency <-> event structure
Common space: Alignment should be multi-level (word-level, entity-level)

—

—

Structure transfer: text AMR graph € - image situation graph

Common space: Alignment should be multi-level (word-level, image-
level)




b \\‘"/ e

Move to any New Types: AMR Graph Structure Transfer & X

General way for transfer learning: building a shared representation (semantic common space).

Structure transfer is the key since event extraction highly relies on structures.
1 Cross-domain structure transfer: AMR graph €<-> event structure

fired dispatching
ID Sentences
S In Baghdad, a cameraman died when a Detectlon
1 combat tank fired on the Palestine Hotel. Baghdad Pk China 1950
S The government of China has ruled Tibet
Himalayan region in 1950.

wﬁ

Hypothesis: Both event mentions and

: . Attack Convict Transport-Person

types (ontology) have rich semantics
and structures, which can specify their o o o
consistency and connections (Huang et Attacke Tlme Cnme Time Agent Time
al., 2018 .

) Target Place Defendant Place  Person Origin

. O
Instrument Adjudicator

Instrument Destination

Large-Scale Target Event Ontology 35




: . [nayn] xR Sz
Zero-shot Event Extraction by embedding AMR graphs &IO%
Structure composition layer: event structure is composed by <trigger, role, argument> triples.

Cons: (1) It can not capture longer distance between arguments, due to the simple structure
composition layer. (2) The training data is limited.

(Attack) (Transport-Person)

contributed

New Event Mention

Available fired dispatching
panotatons ot , Corporate sponsors
i sponsers contributed cash,
Baghdad Ching / destingion o P . Orang Asli villages

cameraman Palestine Hotel troops Himalayang

cash, mattresses rice

malfttresses, rice to reach
remote Oranq Asli villages.

&

Seen Types Attack Transport-Person ) S . A d dispatching
tructure c -
onvict
| Composition Layer | @
Attacker T|me Agent Tlme I:> s 17 N\ @
Target p|ace Person Origin \ Convolution Layer ) l? Attack Transport-Person
ac
'”S"“me”t Instrument Destlnatlon , Y N m
Unseen Types  Convict Donation Pooling Layer @
a Weight-Sharing fired Donation
Crime Time  Donor Time Encoder _ : >
C Type and Mention Shared Semantic Space
Defendant Place Recipient Place
Adjudicator Theme (Huang et al., 2018)
36
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Contrastive Pre-training for Event Extraction (CLEVE)

To train a more structure-aware common space with large-scale dataset, contrastive learning is proposed
to represent the words of the same events closer than those unrelated words; Graph contrastive pre-
training to learn event structure representations on event related AMR structures (Wang et al, 2020).

Event Semantic Pre-training
- Unsupervised Corpora Trigger-Argument Pair Discrimination
. CNN's Kelly Wallace reports on today's attack in Netanya. attack g”ﬂﬂl}’ﬂ E
’ CNN's '

Text !
The army said two soldiers were also among the dead. :> Encoder E:> Trigger | reportsgx X Kelly - Jl Argument |

Haplammtntu allace 'Fltplacmnt

'-tnday's XX rep-urts =

@MH Parsing ) e
Event Structure Pre-lralmng Node

Parsed AMR Graphs Sampled Subgraph Initialization AMR Subgraph Discrimination i
! report-01 report-01 report-01
i #.Flﬁy \nm \aRa1 \ARG1 attack-01
i attack-01 v attack-0 hm}/ \AHG" \/
i CNN's Kelly Wallace attack-01 attack-01 trny \{mm "
i : trng/ me/ A today Netanya E
; ‘"‘:"}/ \"F‘G' today Netanya today VN . !
tod s say-
today Netanya |:> ad E:> Graph ‘:> VOO K&“m
§ Subgraph Encoder N quag)ld“’r
5 say-01 dead Sampling N
i AFIGJV wFIG‘I / ARG1 sny-{Ll{Hm ARG }}End
i army soldier Idier soldjer
9/ wnd qmﬂy qu S0 d;\[n
2 2 also od

also alsfu 37



Summary of Portability Challenges AJIO¥ T

Portability

Cross-domain Cross-lingual Cross-media

Structure Transfer

AMR Graph
|

Event Structure

Semantic Common Space

Adding Ontology
Info:
definitions, example
sentences,
constraints, etc.
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Conflict:Attack

Attacker Target Place
PER,GPE, PER, FAC, ... GPR, FAC, LOC,...

Event ontology contains rich semantics to generate more informative label (event type)
embeddings (Zhang et al., 2020)

Label semantics: We select “attack” as the label because we assume that it can represent the
overall meaning of this event type.

Constraints: “Attacker” can only be the argument of “Conflict:Attack” rather than “Life:Marry”.

Use a cluster of contextualized embeddings to represent labels and use
constraints to regularize the predictions by modeling it as an ILP problem.

Event Types Anchor Words Anchor Contextuallged
Sentences Representations
E E E.
E,: Conflict:Attack E;: [Attack] Ey: [51 52 53 e Ei: v vy st
E,: Life:Marry Ez [marry, wed] E,: [v‘f2 v v, ] 39

152 53




Unseen types only

Entire dataset

Se

A

\

Test Trig Trig Trig

types Hit@l Hit@3 Hit@5
Freqguency 0 23 9.6 27.2 42.5 25.9 63.4 80.6
WSD 0 23 1.7 13.0 22.8 2.4 2.8 2.8
Transfer-learning (A) 1 23 4.0 23.8 32.5 1.3 3.4 3.6
Transfer-learning (B) 3 23 7.0 12.5 36.8 3.5 6.0 6.3
Transfer-learning (C) 5 23 20.1 34.7 46.5 9.6 14.7 15.7
Transfer-learning (D) 10 23 335 514 68.3 14.7 26.5 27.7
Our Approach 0 23 80.5 88.9 93.2 68.5 94.2 96.8
Frequency 0 33 28.9 53.6 62.7 13.8 33.8 51.0
Our Approach 0 33 82.9 93.1 96.2 53.6 87.9 92.4

Hit@1 (T)

Hit@1 (A)

84

82

80 -

78

76 -

T T
5.0 715 10.0 12.5 15.0

T
17.5

Ten sentences are good enough!!

40
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Summary of Portability Challenges AJIO¥ T

Portability

Cross-domain Cross-lingual Cross-media

Structure Transfer

AMR Graph
|

Event Structure

Semantic Common Space

Adding Ontology
Info:
definitions, example
sentences,
constraints, etc.
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. . . . . xR Sz
Cross-lingual Joint Entity and Word Embedding Learning ¢ IO@

Yy =
i

m Cross-lingual Joint Entity and Word Embedding to Improve Entity Linking and Parallel Sentence
Mining (Pan et al., 2019)

Code-switch cross-linaual entitv/word data aeneration
Example Chinese Wikipedia Sentence:

[/NARBE |/NKTY 858 hER [ERAFIFER]D -

link‘l’ langlink link ‘1’ langlink
zh/ /AR * zh/ERNET — en/Apple Inc.
Our Approach:

zh//NKRBHE B £ AR en/Bpple Inc. .
(Xiaomi) (is) (known as) (Chinese)

Use English entities as anchor points to learn a mapping (rotation matrix) W which
aligns distributions in IL and English

®Chinese word A Chinese entity English word ¢ English entity

Fy
pggr Béar
Lry; en/A 7./(5'@ oen
uit /3Ppig Frug,appyg
Wlne Wlne
L
h//_/‘\
7
Fi B (o,
phOne phézne ;;771)
Qe TS Qe ITZa"l?&
D/App Ztosh n/fppleci.lntosh
Compasy ¢ Z\%Tlpaﬁy ¢
Y wXx Y



Cross-lingual Structure Transfer Event Extraction

A o o S
AO%.
5, 5 gt

Cross-lingual Structure Transfer for sotmx RS oy O riton
Relation and Event Extraction ) Leed Led dz)

. Concatenation @ (event) @ @ @
(Subburathinam et al., 2019) 1
5 Dependency SUDSHUCIUFES COVENNG woey (e85 c100 h e O (00 C Dy T e

P

across languages S o e R S
. Structural Representations Q Q [T] Q Q ET] Q [T] Q [T] [T] [;

o Universal Dependency Parser (Straka
and Strakova, 2017)

Agnostic to language word order t
Capturing long-distance

arguments s _swieiss [ = !
N

trigger and arguments are similar O OO O ® ® O O

OUN
(FAC)

NOUN aux:pass NOUN NOUN aux:pass

o Cons: However, GCNs struggle to TeoRasmars | (PER) 0 (PER)
model words with long-range X rod

dependencies or are not directly . .] pET ‘ .

nmod.
multilingual word

.NOUN
embedding

part-of-speech
VE RB embedding

entity-type
embedding

ADP

connected in the dependency tree vers

dependency
embedding

The were toa BblnK B YNakoBaHHbIX
processing center OTOENEeHUAX CKOPO MOMOLLN
( were seen in packed emergency rooms)



Graph Attention Transformer Encoder (GATE)

held
Use pairwise syntactic distances to =7
. Bush talk Sharon
model attentions between tokens. /
(Ahmad, et al, 2020). a with
Distance matrix shows the shortest £ o P §
path distances between all pairs of A 2 o 8 T 5
words. Bush I 13112113112
Self-attention of Transformer is guided i | Il Il
by the dependency tree distance: - -
a 3112] N B 1413
o Attend tokens that are within certain
distance. talk A0 B R REIRP
with 3112114113 |1 @& I
Sharon |2 1] |3]|]2]|1]}!

-4



Summary of Portability Challenges RIORT

Portability

Cross-domain Cross-lingual Cross-media

Structure Transfer

AMR Graph SONEEC Eﬁendency
|

Event Structure Event Sltructure

Semantic Common Space

Adding Ontology
Info:
definitions, example
sentences,
constraints, etc.

Multi-level
Alignment:
<word-word>,
<entity-entity>
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Vision vs. NLP for Event Extraction

o

Vision does not study newsworthy, complex events

o Focusing on daily life and sports (Perera et al., 2012; Chang et al., 2016; Zhang et al., 2007; Ma et
al., 2017)

o Without localizing a complete set of arguments for each event (Gu et al., 2018; Li et al., 2018;
Duarte et al., 2018; Sigurdsson et al., 2016; Kato et al., 2018; Wu et al., 2019a)

Most related: Situation Recognition (Yatskar et al., 2016)
o Classify an image as one of 500+ FrameNet verbs
0 Identify 192 generic semantic roles via a 1-word description

e - 1 i -
~__ CLIPPING ~ JUMPING ___ SPRAYING
ROLE VALUE _ ROLE  VALUE ROLE VALUE
AGENT MAN AGENT VET AGENT BOY AGENT BEAR AGENT MAN AGENT FIREMAN

SOURCE | SHEEP SOURCE DOG SOURCE CLIFF SOURCE ICEBERG SOURCE  SPRAY CAN SOURCE | HOSE
TOOL SHEARS TOOL CLIPPER OBSTACLE - OBSTACLE WATER SUBSTANCE PAINT SUBSTANCE | WATER
ITEM WOOL ITEM CLAW DESTINATION  WATER DESTINATION ICEBERG DESTINATION WALL DESTINATION FIRE

PLACE FIELD PLACE ROOM PLACE LAKE PLACE OUTDOOR PLACE ALLEYWAY PLACE OUTSIDE 46




Vision-only Event and Argument Extraction

Grounded Situation Recognition adds visual Video Situation Recognition extends the
argument localization [Pratt et al, 2020] work to videos [Sadhu et al, 2021]

Arg0 (deflector) oman with shield
Event 1 Argl (thing deflected) |boulder
0s-2s Scene city park |

Ev3 is enabled by

Evl

Verb: talk (speak)

Arg0 (talker) ‘woman with shield
Arg2 (hearer) man with trident
ArgM (manner)

Event 2
2s5-4s

urgently

Evdisa

Hitting Catching Scene ]('W park ] reaction to Ev2
Agent  Tool Victim - Place Agent C:ugm Tool Place Verb: leap (physically leap)
Part lem Arg0 (jumper) man with trident
Argl (obstacle) over stairs
Event 3
Ballplayer Bat Baseball Q Field Bear Fish Mouth River Py ‘ArgM (direction) s St o
ArgM (goal) to attack shirtiess man
—j Scene city park
3 Verb: punch (to hit)
TR : Ewdisa
% = Siiess ma.r‘ reaction to Ev3
= Event 4 Argl (entity punched) FUERRTIRGTE
65-8s ArgM (direction) far into distance

Scene lcrtv park EvS is unrelated

[ e to Ev3
- " e :
— e Event 5 Arg1 (entity punched) |- T
Jumping Kneading 8s-10s ArgM (direction) down the stairs
Scene city park

Agent Source Destination Obstacle Place Agent Item Place

Female Living
Child Sofa Sofa o Room

Person Dough Kitchen




Vision-only Event and Argument Extraction

i ) ; C’%J

Another line of work is based on
scene graphs [Xu et al, 2017; Li et
al, 2017; Yang et al, 2018; Zellers
et al, 2018].

[ extracting <subject, predicate, object>

0 structure is simpler than the
aforementioned multi-argument event

Visual Semantic Parsing is using
predicate as event, and subject,

object, instrument as arguments
[Zareian el al, 2020]

o Add bounding box grounding

Visual Semantic Parsing

Entity (SGG & VSP)
Predicate (SGG)

Predicate (VSP)
Subject (VSP)
Object (VSP)
Instrument (VSP)

Scene Graph Generation

Gﬁirl

Hand

has

leaﬂng holdlngl

Cake

on

p———  Fork




A New Task: Multimedia Event Extraction (M?E?)

X

ey

<

o , oo JISIeZ
AR
& NO%

Input: News Article Text and Image (The first task to take both modalities as input)

_______________

Last week , U.S . Secretary of State Rex Tillerson visited
Ankara, the first senior administration official to visit Turkey,
to try to seal a deal about the battle for Raqga and to
overcome President Recep Tayyip Erdogan's strong

Democratic Union Party (PYD) militias. Turkish forces have
attacked SDF forces in the past around Manbij, west of
Raqqa, forcing the United States to deploy dozens of

soldiers on the outskirts of the town'in
repeat of Ciashe

_______________

Output: Events & Argument Role

objections to Washington's backing of the Kurdish

ission to prevent a

which risk derailing an ass

land

N
land vehicle

L~
il

A

Event Type Movement.Transport\
Text Trigger deploy
Event

Image

Arguments

T Agent

™ Destination
Artifact
Vehicle
Vehicle

nited State
outskirts

soldiers




3
=]

Treat Image/Video as a foreign language

Text Image / Video Frame

Word Image Region

Entity Visual Object

Relation Visual Relation
Entity-Relation Graph Visual Scene Graph

Event Trigger Visual Activity

Linguistic Structure Situation Graph
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Cross-media Structured Common Space

Treat Image/Video as a foreign language
0 Represent it with a structure that is similar to AMR graph in text

Caption AMR Graph
Thai opposition > ARG 0 -ARG1
protesters [Attacker] = ' bus
attack [Conflict.Attack] a By [ protest-01 ] ‘mod
bus [Target] camying pro- *| D " P amgper [riy01)
government Red Shirt @ ‘ARGU Jocation

. ('D .

supporters on theirway to - | %

arally at a stadium in
Bangkok [Place].

person
(o]0

[pro-government]

:ARGO-of

m

support-01

Red Shirt

....................................................................

Situation Graph

lapoou3] ydeir) uonenis

........................................................

Linguistic Structure,

e.g., Dependency Tree
Abstract Meaning Representation (AMR)

Situation Graph
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Weakly Aligned Structured Embedding (WASE) &,

-- Training Phase (Common Space Construction)

Caption

Thai opposition

protesters [Attacker]
attack [Conflict.Attack] a
bus [Target] carrying pro-
government Red Shirt
supporters on their way to
a rally at a stadium in
Bangkok [Place].

lapoouz ydeis) uonenys

:agent :destination :item

lesied HINV

|
[ Role-driven ]
Attention

| protest-01 |

nama—"_ ARGO- of

‘ARGO-of

[support-01 ] [pro-govemment]

NOO

...........................................................................

Structured
Multimedia Common Space

. o

\
:agent :destlr»atiqn ;item

throwing

\

OO .-

\ stone

man bus

Red Shlrt

NL1ST-19

NOO

‘ ’
attack-01 j¢

\ \
N -ARGO_—

‘ \

ARG
e

bus

protest-01 dbod ,
:location

rally-01
Bangkok

...........................................................................



How to align the two modalities?

[man] ' \\‘"’/

Prior work aligns image-caption vectors by triplet loss.
We want to align two graphs, not just single vectors.

Ontology is shared so the nodes carry similar semantics.

throwing% manﬁ bus h stonem

()

Lgs .—Ciprotest-m attack-01  rally-01 bus  Bangkok

\ 4

uonuaNy
-SS01D

...........................................................................

Structured
Multimedia Common Space

= throwing
0
[N

\
:agent,””  destination “\_item

\

e ( )( ( ).

man bus \ stone

4%ﬁﬁ

, attack-01 g

E\ .
PN \ ]
\‘_ARGO > ‘ARG1
A bus
protest-01 :mod o
Jocation :
rally-01
Bangkok
53

..........................................................................



How to align the two modalities?

' \\‘"f/
|

o9 Oi;i //

¥ By :.'3“

Prior work aligns image-caption vectors by triplet loss.
We want to align two graphs, not just single vectors.

Ontology is shared so the nodes carry similar semantics.

A

Los C_S =
= ¥ throwing | man | bus stone

A 4

uonuany
-SS01D
9

protest-01 attack-01  rally-01 bus Bangkok

...........................................................................

Structured
Multimedia Common Space

= throwing
| Jumus
9
:agent :desﬂnatiqn .item
H \
I J( L )...
man bus \ stone

4ﬁhﬁ

, attack-01 g

E\ .
PN \ ]
\‘_ARGO > ‘ARG1
A bus
protest-01 mod
Jocation :
rally-01
Bangkok

..........................................................................
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Weakly Aligned Structured Embedding (WASE) ..

-- Training and Testing Phase (Cross-media shared classifiers)

Training Phase Testing Phase

ACE Text Event Alignment imSitu Image Event Multimedia News

Liana Owen [Participant]

drove from Pennsylvania to VOA .
attend [Contact.Meet]the :|mage-Caption : : Item [Target]: ship . hand with the desperate resistance the |8
rally in Manhattan with her Pairs ¥ Tool [Instrument]: bomb | | : Insurgents have mounted..... e
parents [Participant]. : P

destroying [Conflict.Attack]§ : For the rebels, bravado goes hand-in- =

Cross-media Structured Common Representation Encoder

entity region trigger image trigger image entity region

insurgents ﬂ

j

Liana Owen s attend | resistance

Cross-media Shared Event Classifier

|
Conflict.Attack
\ 4

1
Contact.Meet Conflict.Attack
\ 4

Cross-media Shared Argument Classifier

v : 7
Contact.Meet Conflict.Attack : Conflict. Attack Conflict.Attack

Participant Instrument Attacker  Instrumenb



Compare to Single Data Modality Extraction AJOTF

Image helps textual event

Surrounding sentence helps
extraction.

visual event extraction.

People celebrate Supreme Court Iraqi security forces
ruling on Same Sex Marriage in front [Justice.Arrest] a civilian in the
of the Supreme Court in Washington. city of Mosul.
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Compare to Cross-media Flat Representation FJO# T

Compared to cross-media flat embedding, our structured common space
can capture the connectlons between visual objects

Model Event Type Argument Role \Y[eJo[=] Event Type Argument Role
Flat Justice.ArrestJall Agent= man Flat Movement.Transport Artifact = none
Ours  Justice.ArrestJail Entity = man Ours  Movement. Transport Artifact = man
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Summary of Portability Challenges

Portability

Cross-domain Cross-lingual Cross-media

Structure Transfer

AMR Graph U”ivefsagg;ge“demy Text AMR Graph
|

Event Structure Event Structure Image Situation Graph

Semantic Common Space

Adding Ontology
Info:
definitions, example
sentences,
constraints, etc.

Multi-level Multi-level
Alignment: Alignment:
<word-word>, <entity-object>,
<entity-entity> <image-caption>

Moving forward...

Wider input: How to jointly
extract across modalities and
languages
1 e.g., if two languages share
the same visual event, their
events should be related
Wider context: How to use
schema knowledge for IE?
1 induce cross-media event

schema from historical
multimedia events

Better structure encoding:
How to make pretrained
language model aware of
structures?

1 especially for vision
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Summary of Quality Challenges

Encoding wider context improves the IE quality (local - global)
1 A global view of event graph is introduced, to capture the global context of events

Structure encoding is critical for IE
1 dependency graph, AMR graph, event graph structure, etc.

document context
- global context
- document/corpus

schema knowledge
- global context
- historical events

cross-task knowledge
- global context
- knowledge elements

semantic structures
- local context
- sentence structure

embeddings
- local context
- words and sentences

feature engineering
- local context

Moving forward...
Wider input
0 corpus-level IE, coreference resolution, etc

Wider context
o ontological constraints, schema knowledge, etc

Better structure encoding
o encoding more complicated schema knowledge (horizontal &
vertical)
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