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Why Transferability is Important FHAV

Current status of mformation extraction
= Domains: news, biomedical, clinical, legal, agriculture
» [anguages: Englsh, Chinese, Spanish, Arabic
m NumberofTarget Types: 3-100+ for entity recognition, ~100 for relation extraction, 33/38 for

event extraction

However, for other languages and domams, learning resources are msuflicient.
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A “Typical’ Neural Model for IE EFXAVT

Top-down classification: given a text, the modelaims to classify each token or
cach par of tokens mto one ofthe target types

= Pros: can extract mentions with high quality

= Cons:require a large amount of annotations; cannot transfer to new domaimns or languages
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Encoding

Information network victim victim
®  » 1 Injure-victim-ORG
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OnelE
Lin et al., 2020)

| The earthquake kiled 19  people and injured in  Kashmir region , India



Challenge 1: Cross-type Transfer I d \17

How to transfer the knowledge and resources from old types to new types
with little to no annotations?

o Type-agnostic semantic mapping between mentions and types — (common semantic
space for both mentions and types)

o Type-agnostic inference from unstructured text to (structured) mentions

mentions input text
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Challenge 2: Cross-lingual Transfer

How to transfer the knowledge and resources across languages, especially
from high-resource languages to low-resource languages?

0 Language universal resources, e.g., Wikipedia markups, linguistic knowledge bases,
data annotation projection

o Common semantic or feature space across languages

Die freie Enzyklopadie
1037 000+ Artikel

La enciclopedia libre
573 000+ articulos

WIKIPEDIA X ltalian
English i
T ree Excyciped .- English
B&0 000+ EEWE
Deutsch g [ Espariol

1
Francgais Polski
L’em:yt:iop?édr‘e libre Woina encyklopedia ; (Con neau et al o 20 1 8)
924 000+ articles B82 000+ haset

ltaliano Pycckuid
L'enciclopedia libera CB000HAR SHUHKTONENHE
866 000+ voo 5060 care Common Feature Space
Portugués Nederlands for EﬂglISh and ltalian
A enciclopédia livre De vrije encyclopedie
551 000+ artigos 581 000+ artkelen
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Challenge 3: Continual Learning AELAVT

How to continually update the model on new annotations or tasks while
retaining the capability learned from old tasks?

0 Catastrophic Forgetting: the model’'s performance on previously learned tasks
significantly drops after it is trained on new data

Solutions: experience replay, knowledge distillation, regularization, task-specific adapter

o Knowledge Transfer: transfer the knowledge from old tasks to new tasks

L . — Train A
. — Train B
- Track change on A

Data for Attack Data for Meet Data for Die

.o ®
| | |
Learn Learn Learn
e > > —>
Attack Event Meet Event Die Event
____________________ :"_"___"""""_""""""_"""; ,
Continually learn new events Train A | Train B n
(Cao et al., 2020) (Wiewel et al., 2019)
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Cross-type Transfer: Type-agnostic Semantic Mapping I d \17

Learning label representations based on a few seed examples, e.q., triggers
for event extraction, entity-relation instances for relation extraction

Training Trigger Labeling
(generic — once at system setup) (per new target event type) / N o o | ! f Relation-Prototype \
bt Sttt AR Aty - b £ A/l . Rel Desc = I O O — Contrastive Learning
Few training event types ! ! i
D 2 1| Elect | T L o __.
ie I . -
« Seed List: die, kill, dead, ... 1| Imjure | ! l g Lo
ATToTTeaTTTEgers Ireorpms— | | ||| Meet ! .
(small amount, e.g. 10) : * Seed List: meet, talks, summit, v r|:| |
® e.g. “Jackson died in 2009...” || 1 conference, meeting, Visit... Support Hybrid | : K j
— : * (No annotated*triggers) g g ¢ > Prototype S |:, P— \
ac - 1 1 .
* Seed List: explosion, fire, stab.., $ / Apply Model: \ Learning ! ! Task Adaptive Focal Loss
* Annotated triggers in corpus ! iy o - : -
! compare seeds with > task scalar g
(small amount, e.g. 15) | .
| tokens in test documents
(8

v

( Training with > Q‘S’”g szmzlcz‘ztyfeaturey ........ d"t score DD
1 —(dot}——»

imilari uery Set |—> I
Slmllamif catures Labeled Trigger Mentions Query ;/ _______ 3 k . |:| / ﬁTF
| Generic Model | of Meet

H t al., 2021
(Bronstein et al., 2015) (Han et al., 2021)

semantic popularity

How to select the best seed examples? TF-IDF
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Cross-type Transfer: Type-agnostic Semantic Mapping

Learning label representations based on type descriptions

o Cross-attention Encoding: for each token in an input sentence, learn a type-specific
representation by concatenating the sentence with the type description

o Modeling the negative class (other): for each token, learn a negative class specific
representation based on the max-pooling of all type-specific representations

Performance with Different
Type Descriptions
0.4
0.35
0.3

0.25
0.2
0.15
0.1
0.05

Class Wiki WordNet Anno GL
Name

o

m OntoNotes ® MedMentions

How to best describe the types?
(Aly et al., 2021) 8



Cross-type Transfer: Type-agnostic Semantic Mapping

Learning label and mention representations based on structures

Available
Annotations

cameraman Palestine Hotel troops  Himalayan g

Attack Transport-Person
Seen Types
Attacker T|me Agent T|me
Target Place Person Or|g|n
Instrument Instrument Destlnatlon
Convict Donation
Unseen Types
Crime Time Donor Time
Defendant Place Recipient Place
Adjudicator Theme

(Transport-Person)

dispatching

destingtion

1950
O

Large-Scale Target Event Ontology
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cash, mattresses rice
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~

Weight-Sharing
Encoder

Orang Asli villages

'
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New Event Mention

Corporate sponsors contributed
cash, mattresses, rice to reach

remote Oranqg Asli villages.

Attack

dispatching

(000
(e00)

Transport-Person

&@

fired Donation

Convict

(eee)

»
>

Type and Mention Shared Semantic Space

(Huang et al., 2018)




Cross-type Transfer: Type-agnostic Semantic Mapping I d \17

Which form provides the best label representations?

Detect mentions for each type by taking a type specific representation as a prompt
(Wang et al., 2022)

Conflict:
. B O
Binary | © Attack © © °© 0 ° (a) Type Name
Classification + 4 4 MLp
_ H B B HH HH « (b) Seed Examples
Enriched o1 0 * (c) Definition
Contextual - s | mmmemmmmmmemmeees e .
Representation Event type aware contextual represtation + Word embedding .+ PosTag 5 (d) Type Structure
(_Aﬁ A 4 * (e) Soft Prompt
Encoding O 0O «  (f) APEX Prompt (
[CLS] p1p2p3 .... pk [SEP] He killed someone and yet finds excuses . [SEP] combination of a-d)
Event Type Prompt Context
Tvbe name: Seed triggers: Definition: Type structure:
Co‘:l?Iict' Atta(.:k invaded, airstrikes, Violent or physical act Attacker, Instrument,
’ overthrew, ambushed causing harm or damage Victim, Ta@\et, Place

{\7 e.g., ‘Aftack”
APEX Prompt:

Attack-[SEP]-invaded-airstrikes-overthrew-ambushed-[SEP]-An-Attacker-physically-attacks-a-Target-with-Instrument-at-a-Place

10



Cross-type Transfer: Type-agnostic Semantic Mapping

F1 Scores
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Performance on all novel event types of ACE under Zero-shot transfer

(Wang et al., 2022)

Which form provides the best label representations?

Seeds Triggers are not always
selected as the best
* e.g., extermination for Life:Die
* e.q., paralyzed, dismember for
Life:Injure

It's hard to determine if the definition
IS appropriate
* e.g., “a person entity begins
working or change office” for
Personnel:Start-Position.

APEX Prompt generally performs well

11



Cross-type Transfer: QA-based Event Extraction

Nz

==

2N X AVA

Questions are constructed based on templates for each role and the
predicted answer serves as the extracted argument (Du and Cardie, 2020)

The input sequences for the two QA models share a standard BERT-style format: [CLS]
<question> [SEP] <sentence> [SEP]

Input sentence:

As part of the 11-billion-dollar sale

of USA Interactive's film and
television operations ...

French company,

Buyer parent company,
USAlnteractive

Seller USA Interactive

Artifact operations

Place Usa

Beneficiary| -

-

Applying dynamic
threshold to keep
only top arguments

Trigger
question
template

instantiation

French company,

Buyer parent company,
USA Interactive

Seller USA Interactive

Artifact operations

Place USA

Beneficiary| -

J

BERT QA

Questions for events

[CLS] the action |SEP] As part of ...

extraction

sate-of——fitramd television
operations ...
Questions for arguments
Buyer: [CLS] Who is the buying agent in sale?
Artifact: [CLS] What was bought in sale?
Seller: [CLS] Who is the selling agent in sale?
Place: [CLS] Where the event takes place in sale?
+ [SEP] “input sentence”
BERT QA
model for
argument
extraction

model for trigger

As part of ... sale of
... film and television
operations to the
French company and
its parent company

Detected event:
Type: Transaction-
Transfer-Ownership,
Triggered by: sale

Argument
question
template

instantiation

12
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Cross-type Transfer: QA-based Event Extraction

Questions can also be automatically generated in an unsupervised way (Liu
et al., 2020)

Template-based query topic

S1: On Sunday, a protester stabbed an office with a paper cutter.
A4

1) Event Trigger Extraction 2) Unsupervispd Question Generation
Quigeer: [EVENT] » Instrument Sl
Ayicas: Stabbed (Type=Attack) sl Template L./ Stvle Transfer
Qinstrument:|| What 1s the m&trumentl [that a protester use to stab an officer?|
3‘]' Event Al‘glll’l]tllt Extraction ¥ e Answer Span |}
5 A :
Quarumen: What 1s the instrument that a protester use to stab an ufh{,ﬂr"" : ——
Amsranen: A paper autter - BERT Based RC Model
& C S S S FF T F :
Quanacker: Who is the attacker that stabbed an officer?  [CLS] qi g2 *** qu [SEP] &1 2 *** ¢,
Aptacker: A protesier. question context

\ 4
EE Result: | Stabbed (Type=Attack) | Instrument=a paper cutrer, Attacker=a protester, Target=an officer, Tme=Sunday

13




Cross-type Transfer: QA-based Event Extraction I d \17

Impact of pretraining on MRC datasets

o Using 10% of EE training data, the approach achieves comparable performance as the
baseline without MRC-based pre-training that is trained on 70% of the training set.

o Without using any event annotations, the approach still achieves 37% F-score under
zero-shot transfer

—_— 60 B
2
@ : —Ar+ RCEE _
2 20+ D“_,o-' —o— RCEE ERwioDA | (Liuetal, 2020)
— ’, ~/r- RCEE w/o DA

== BERT Baseline

o
T

0 01 02 03 04 05 06 07 08 09
Ratio of EE training data

Performance on different ratios of EE training data

DA: pre-train the question answering model on MRC datasets

14



Cross-type Transfer: QA-based Event Extraction

SN

#Hav

Query and Extract: directly take event type and argument roles as query to

extract event triggers and arguments (Wang et al., 2022).

Trigger Detection

Encoding -

Attention
Layer

Binary
Classification?

Argument Detection

Context

[CLS] [EVENT][SEP]The convoywas escorted by U.S. soldiers|.

TRRYRRR

Query for Event Type ¢

[SEP] transport arrival travels expelled [SEP]

7277

ilaiid

0 0 0 1 0 0 0

Extracted
{} Trigger

Enriched Contextual
Representation

Word Contextual Embedding

In-context Representation

Event Type Aware
Contextual Representation

POS Tag Encoding

0

Bidirectional Attention
Welghted sum E

Argument Role Query

Encoding -

Entity
Encoding

Multiway

Attention |

Layer

[CLS] The cenvoywas escorted by U.S. soldiers

SEP]artifact agent place origin destination [SEP] @

Argument
Embedding
| |
Entity 1 Trigger Entity 2Entity 3 |
convoy  escorted U.S. soliders g1 g2 g3 94 95
Trigger-aware h h h l l l l l
entity embedding ! 2 3
- h1 —» (1,J)
h2 —»
h3 —>»

Argument Role Score Matrix #t

(c) Entity
i Self-attention !

______________

: (d) Argument Role!
Self-attention

A E
1g; |

..............

1. Encode a sentence and a
type-specific query together

2. Learn a type-specific
contextual rep. for each token
based on attention mechanisms

3. Predict a binary label for
each token

15



Cross-type Transfer: QA-based Event Extraction I d \17

VE

Query-and-Extract: rely more on semantic mapping between mentions and
types rather than machine reading comprehension (Wang et al., 2022)

Pros
o Does not require any questions created for event types or argument roles
o Can extract arguments for all possible argument roles at one time

Cons
o Cannot leverage available annotations for question answering

Model Trigger Extraction | Argument Extraction
BERT_QA (Du and Cardie, 2020) 31.6 17.0
Query_and_Extract (Wang et al., 2022) 47.8 43.0

Performance on all novel event types of ACE under Zero-shot transfer (Wang et al., 2022)

16



Cross-type Transfer: Generation-based Event Extraction

N

Text2Event: translating natural language text to event structures with
controllable sequence-to-structure generation (Lu et al., 2021)

The man returned to Los Angeles from Mexico
following his capture Tuesday by bounty hunters.

Event Type  Transport Event Type  Arrest-Jail
Trigger returned Trigger capture
Artifact The man Person The man

Destination  Los Angeles Time Tuesday
Origin Mexico Agent bounty hunters

/ record to labeled tree

Root ((Transport returned
/\ _ (Artifact The man)
Tréﬁsport 'At'i':?St'Ja'l _ _ (Destination Los Angeles)
retuf;lé;i capgu’r’ linearize (Origin Mexico))
—» (Arrest-Jail capture
Artifact Origin Person Time =~ DFS (Person The man)
The man Destlpatlorl\]/[ | Theman . (Time Tuesday)
Los Angeles Tuesday (Agent bounty hunters))

The man relurned Lt Los Angeles Irom Mexoo
Fedlowing bis capture Tuesday by bounty hunters. |

Sequence-to-Structure
Ewornt Echama
Metwaork

Travddga oo

= [parsia miicn

= Jirigini

Lok Corstrani Controfiable

Tama T ks Generation

Event Type Trossport Evwerd Type Amesi-lul
Trigger refumed Trigger  caplue
Aritact The stdi Person  The nes

Destnation Lo Angeles Tima Tuesiday

Carigin Mesicn Aqgard bty Biinlirs

17



Cross-type Transfer: Generation-based Event Extraction

Text2Event: translating natural language text to event structures with
controllable sequence-to-structure generation (Lu et al., 2021)

Trie-based Constrained Decoding

(bos) — (

T Event Types
R Argument Roles

S Mention Strings

/\/(—R—S—)
(—T—s

S
) — (eos

(a) The trie of event structure.

Attack

Die :

Ownership

Transfer Money
Position
Start—— Org

(b) The trie of event type 7.

The man relurned Lt Los Angeles Irom Mexoo
Fedlowing bis capture Tuesday by bounty hunters. |

Event Type Trossport Evwerd Type Amesi-lul
Trigger refumed Trigger  caplue
Aritact The stdi Person  The nes

Destnation Lo Angeles Tima Tuesiday

Carigin Rlesicn | Aqgard ksl y Biiners

18



Cross-type Transfer: Generation-based Event Extraction I a \17

Text2Event: translating natural language text to event structures with
controllable sequence-to-structure generation (Lu et al., 2021)

Trig-C Arg-C
/P R F1| P R F1

OnelE (Token + Entity Annotation)
Non-transfer | 78.1 623 69.3 | 509 37.9 435

Settings

1 More data efficient and can make better use

Transfer | 78.9 61.7 69.2 | 57.1 40.0 47.0 of supervision signals
Gain -0.1 +3.5
EEQA (Token Annotation) 0 Effectively transfer knowledge across
Non-transfer | 699 67.3 68.6 | 36.5 374 36.9 different types
Transfer | 79.5 61.7 695 | 339 412 37.2
Gain +0.9 +0.3

TEXT2EVENT (Parallel Text-Record Annotation)

Non-transfer | 79.4 61.1 69.0 | 58.4 409 48.0
Transfer | 82.1 65.3 7277 | 58.8 454 51.2
Gain +3.7 +3.2

Transfer: first pre-train the model on source types, and
then fine-tune on the annotations of target types. 19
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Event type specific prompts, e.g., a template-based event type description,
can better guide the model to generate events/arguments (Li et al., 2021)

o All arguments for one event can be extracted in a single pass.

Cross-type Transfer: Generation-based Argument Extraction

Elliott tegtifica- thatcii-April-1E5,-MclVeigh came into the body
shop and <tgr> reserved <tgr> the truck, to be picked up at
Document 4pm two daysiaier

Elliott said that McVeigh gave him the $280.32 in exact

change after declining to pay an additional amount for ]
insurance. ) Elliott bought

- ific Prosecutors say he drove the truck to Geary Lake in Kansas, e -~ -- =;:_:"::_-;:.*";‘5,~*
Type SpeCIfIC that 4,000 pounds of ammonium nitrate laced with et T TS

P L . ; i fs $ .
Prompt nitromethane were loaded into the truck there, and thatw “ .“ d d d O_ ___________ * ‘@ 5
driven to Oklahoma City and detonated.
t £t
- <arg1> bought, sold, or traded <arg3= to <arg2> in exehange \
for :tarq-‘-t:- for the benefit of <a;g5 at c::s;rgﬁ place \
A / A v A / A / A \

v [ 2 14 [
Output Efffaﬂiuought, sold or tradegémck to MicVeigh in exchange for <85> - <s></s> Document </s>
g

/ﬁZSﬂiSE for the benefit of < at bo srl?_p p
Arg 1 Arg 4 Arg 3 S s a2
Giver: PaymentBarter: AcquiredEntity: Arg 6 Place: Recipient:
Elliot $280.32 truck body shop McVeigh

20



Summary — Cross-type Transfer

Pros Cons
Semantic - Easy to setup; - Difficult to find the globally optimal form to
Mapping - Require minimal resource; represent the target types;
Question
Answering

Generation

21
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Summary — Cross-type Transfer

Pros Cons

Semantic - Easy to setup; - Difficult to find the globally optimal form to
Mapping - Require minimal resource; represent the target types;
Question - Can leverage large-scale QA datasets; |- Require template or auto-generated
Answering - Leverage the inference capability of pre- questions as input, however it's hard to

trained language models; determine the optimal questions;

- Does not require entity extraction for - High computational cost as it can only
event extraction task; extract for one event type or argument role
at each time;

Generation

22



Summary — Cross-type Transfer

Pros Cons
Semantic Easy to setup; Difficult to find the globally optimal form to
Mapping Require minimal resource; represent the target types;
Question Can leverage large-scale QA datasets; Require template or auto-generated
Answering Leverage the inference capability of pre- questions as input, however it’s hard to
trained language models; determine the optimal questions;
Does not require entity extraction for High computational cost as it can only
event extraction task; extract for one event type or argument role
at each time;
Generation Leverage the generation capability of Hard to control;

pre-trained language models;
Computationally efficient: extract trigger
and all arguments in a single pass;

Each type requires a carefully defined
template which is hard to tell whether it's
optimal or not;

23



Cross-lingual Transfer: Language Universal Resources

T SWe
SAANT

Leveraging “silver standard” multilingual annotations from Wikipedia
markups (Pan et al., 2017)

Northern Sotho 98.9
100 _ Kikuyu 97.5 _
s - = : ba 94.
C I ! Ukrainian: uk/Miumuran & Albanian 94.1 = ::1; Z : =
‘ross-lingua - . & — Polish 90.0 B ' -
en/Michigan Links Alpharlc ' am/fl?\_?ij"p - = — Somali 85.8 = Zulu 824
State|GPE T » Tibetan:  bo/&sg3) 80 - =
~Propagate  Tamil: ta/101& 1 & 6 3 High-resource [82] B Nepali 53 =
Thai: th/Sgfauny r = =
§ 60 L Kannada 60.1 E Nyanja 56.0
‘/ Project Li‘n = f
[ [Mi'I“I' POMHi] ] Politician|PER HAPOIOVECH B E.g — — Palatine German 42.9
[ [BeTponT] lcityieee, [[Miumran]lstatejeee. ZaKinums S 40 Medium-resource[ 163] Xhosa 35.3
[ [Tapeapacexmnm yHiBepcHUTeT] ]university|ORG - @
) 5 Low-resource[37]
(Mitt Romney was born in Detroit, Michigan. He graduated from 20
Harvard University.)
L] L] 0
Self-training to propagate labels [10k. 279k] [500. 10k) (0. 500)

#names
However, such training data is usually noisy

24



Cross-lingual Transfer: Language Universal Resources

ANaAV

Making DNNs more robust to the data noise by integrating language-
universal linguistic features (Zhang et al., 2017)

[ CRF networks ]
oeb@
O @ O @

.....

_____

LSTMs Left Right [ Left ] Right]

Hidden Layer LSTMs LSTMs LSTMs LSTMs
L e rv
npu L1]
Elshedlling O O O O @ @ ‘ | OO | me"mﬁ:d::;“

............

Word
Embedding Linguistic Features

- English and Low-resowce Language
Patterns

- Low-resource Language to Enghsh
Lexicons

- Gazetteers

- Low-resource Language Grammar Rules

EapEA
~
QO

Character
Embedding

F-score (%)

40

35

-
e |
-~
- ~
~
~
-~
-~
‘
L S
-
.
-
-~
-
~
-~
39-5
o 2.7 19.9 27.1 39.9
Noise Level (%)

© Embedding Features
O Embedding+Traditional Linguistic Features
s FEmbedding+Traditional+Non-traditional Linguistic Features

25



Cross-lingual Transfer: Language Universal Resources @I d \17

s

Cross-lingual Annotation Projection through machine translation, statistical
and neural word aligners, dictionaries, multilingual pretrained language
models, etc.

Annotation Projection Transfer to Downstream Tasks

Translation # Alignment

Annotation

Projection
Machlne Word = —— — = Structured — | —
Translatlon Alignment g\io g\j;o o

Predlctlon

% f Target language Target language Model predictions
Step 3: Project Gold Source  "silver” annotations I

Annotations to Target Language Multilingual Encoder

Source language

“gold” annotations

_ Step 4: Get Silver Annotations = =
Step 1: Machine j Step 2: Word for Target Language g\fp o

(Yarmohammadi et al., 2021)

26
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Performance of Zero-shot Cross-lingual Transfer w/ and w/o Data Projection

MT Align Entity Relation Trig-I Trig-C Arg-I1 Arg-C AVG
mBERT (base, multilingual)
“z) - - 59.3 25.7 23.8 222 17.2 13.8 27.0
(A) public FA -2.2 -13.9 +6.5 +2.5 +10.7  +11.5 +2.5
(B) public mBERT -6.2 -5.1 +16.0 +10.6 +11.5 +12.1 +6.5
(B) public XLM-R -12.7 -17.9 +11.1 +8.0 +8.5 +8.1 +0.9
(C) public mBERTﬁ -1.1 +0.9 +12.8 +9.8 +109  +13.6 +7.8
(C) public XLM-Rﬁ -0.1 4.2 +16.0  +11.9 +11.2 +11.3 +7.7
(C) public XLM-Rﬁ.S -0.2 -1.6 +134  +11.5 +9.0 +11.7 +7.3
(D) public GBV4ﬁ -1.9 +2.8 +14.3 +9.9 +12.7  +13.3 +8.5
(D)  public L128Kﬁ -1.7 +0.6 +11.6 +8.3 +10.7 +9.0 +6.4
(D) public L128Kﬁ_s -1.3 +3.6 +12.7 +8.4 +8.3 +10.3 +7.0
(E) GBv4 mBERTﬁ +1.0 +4.7 +13.6  +10.3 +9.3 +11.3 +8.4
(E) GBv4 XLM—Rﬁ -0.5 +5.5 +12.6  +10.8 +15.1 +14.4 +9.6
(E) L128K mBERTﬁ +2.6 +5.2 +12.9 +134  +18.8 +19.6 = +12.1
(E) LI128K XLM—th +2.5 +6.3 +11.2 +5.1 +17.1  +19.2 = +10.2

Performance on Arabic Information Extraction Tasks with Cross-
lingual Transfer (

)

Zero-shot cross-lingual
transfer w/o data projection

Data projection generally
helps, no matter which
machine translation or word
aligners are used

(Yarmohammadi et al., 2021)

27
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Cross-lingual Transfer: Language-agnostic Feature Representations QI a \17'

Learning language-agnostic semantic features — Multilingual Common

Semantic Space

Russian

Weekdays

: Paraphrase

L ([T novegesiux | | CIO#ICTOCTL P KB Entry 1 /insina H H H H H
| CO sroprinx o kpbocre | | T rpesuaent zassor Cypug B0 10 '

Y OO nereuga IO MAI00CTL 11 Apescenarens Mazssn flanecriika NN

Comimon Semygntic Spac e
255 [ #par :
FUAASTT Cupua | OO fasecruma
: Ma e . ;
Monolinguai- "';, ......................................................

Crosstingual i 3 Lebanon
L Reconstruction | . ED 11 Egyot
ren/Manmoud Syna OO Libya

: _Abbas

mchaf{man [ Lebanon
O president |en/Manmoud Syria O Egypt

_Abbas 4O ip t
Crosslingual Grounded P EI EIHEIEI

O guality
O civility
M necessity

' (1 monday
V| OO tuesday
[ friday

English
(Huang et al., 2018)

Suffix Crosslingual Grounded Neighbors Cupus

1 s ;

i Weekdays Suffix Paraphrase KB Eniry Neighbors Syria

Hypothesis: Cluster
distribution tends to be
consistent across languages

Linguistic-driven cluster
consistency across languages
is more beneficial to
information extraction
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Cross-lingual Transfer: Language-agnostic Feature Representations

Leveraging language-universal structural feature representations, e.g.,
dependency structures

Artitact-Arg ~ THYS-LOCATED origin-arg PHYS-LOCATED
Softmax

(relation) (relation)
0 Dependency substructures covering & @ i;b dz)
trigger and arguments are similar across ! 1

4
languages (Subburathinam et al., 2019) T COING C] CD COCOJCO/ OO
- 290 2 900 ©
rOS Common Space e N O ot O NN SN RN
. Structural Representations D D D D [j [] D D [] []
Agnostic to language word order |T L T‘
Capturing long-distance arguments !
YERR
o Cons: GCNs struggle to model words with ,17\ _mupoess [ ©
long-range dependencies or are not v reprosomons ||| PER ‘ #A0) (Pe) ‘ l?&%?

connected in the dependency tree .

‘amod "
case
NOUN
DET DET NOUN
multilingual word
embedding
part-of- -speech
VE RB embedding
entity-type
embedding
dependency
embedding

The were toa Oblnu B YNaKoBaHHbIX
processing center OTHeNIeHUNAX CKOPOI MOMOLLK
( were seen in packed emergency rooms)
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Learning language-agnostic feature representations with adversarial training

Target Language

- O O """ O O """ O Word-level Adversarial Training: project source language
1ollallol . 1ol words into the same semantic space of the target language
1O]0]10) 7|0 |0
I v I B-PER
[ Word Di?criminator J z\ I-PER
,—--—-I- il (i I——-\ ki g § \ 4 O
N | \ | 3
8 8 8 8 8 { Sequence > £§_> 4’[ Sequence *;{ Context I ‘CRF Name}_>
3118113 3116 Feature Extractor) > g,g Dlscrlmlnatorj En(ioder Tagger o
Linear Projection = O
...... [ B P B-GPE
00 0 1010 0
0 0 0"0 0

Sequence-level Adversarial Training: enforce the sequence

Source Language . :
stiag feature extractor to extract language-sharing sequential features

(Huang et al., 2019)
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Cross-lingual Transfer: Language-agnostic Feature Representations ¢ /I
e ;J’ Sf}, a@%\ \-/‘7

Leveraging language-agnostic feature representations from multilingual

encoders / language models
0 X-Gear (Huang et al., 2022) : Leverage a multilingual pre-trained generative language

model to generate events based on language-agnostic templates

<Agent> coalition </Agent> <Victim> civilians [and] woman </Victim> Zero-shot <Agent> [') % </Agent> <Victim> /- </Victim> <Instrument> {& [
<Instrument> missile </Instrument> <Place> houses</Place> Cross-lingual [and] 5 [and] 25 </Instrument> <Place> [None] </Place>
Transfer

Multilingual Generative Model Multilingual Generative Model

Input Passage <SEP> Prompt Input Passage <SEP> Prompt
Five Iraqi civilians, including a woman, were killed Monday when their EEhEE AR LA R DAESIETERRA - AN A DA -
- A - ,_‘\_,. A \5': N, r EE_ - ~f7 N
houses were hit by a missile fired by the US - led coalition warplanes, *%J%T_ﬁﬁf%ﬂ » GEROCERPIAEEITHE R > 108 A
witnesses said. {7 °
Given Trigger Template for Life:Die Event

Template for Life:Die Event

Given Trigger

________

_________________________________________________________________________________

</V|ct|m> <Instrument> [None] </Instrument> <Place> [None] </Place> i

Language agnostic 31
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X-Gear: Cross-lingual Zero-shot Transfer for Argument Extraction (Huang et
al., 2022)

o X-Gear consistently outperforms other approaches
CL-GCN: based on universal dependency structures,

OnelE/GATE: based on multilingual embeddings learned from pretrained multilingual
language models

Argument Classification F1

60

55 ¥ CL-GCN (XLM-R-large)
OnelE (XLM-R-large)
GATE (XLM-R-large)

45 X-Gear (mT5-base)
40 B TANL (mT5-base)
3 I

25 .

ACE en = zh ACE zh = en ERE es = en

50

o
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Continual Learning for IE FXAVT

How to mitigate the catastrophic forgetting?

Experience Replay: store K exemplars from old tasks into a memory and replay them
periodically to prevent model forgetting previous knowledge when it's being trained on a
new task

Knowledge Distillation: if a model extracts similar features or makes similar predictions
for the same input as the old model, we can assume it preserves the knowledge

Task-specific Adapter: incrementally adding task-specific tunable parameters for each
new task while fixing other parameters

Memory Buffer Memory Buffer Memory Buffer

Train
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[} n =A==
Continual Learning for |IE i)
. N,
How to select| * Selecting the examples that are closer to the prototype of each old type 1 .
@ = e 7
examples? « Removing the examples that are far from the prototype of each old type Ne =1
S Prototype Enhanced Retrospection |
( ) Data for Affack . i New data for Meet Memory after Meet ~ Memory after Attack i
Eval Types Learn i selecting new removing old i
— ; o =l = e — | .
/ Attack Event ! examples exemplars :
Attack
_____________________________________________ : _ > “« ;
% Data for Meet v , | Combined data [ZF 1= i
| Learn i Current model Original model |
Attack, Meet«— Meet Event || | i . (Cao et al., 2020)
. | feature features-level ‘
Attack, Meet, Data for Die v | Trigger _ iR auer
Die *— Learn . Extractor|  ; & _ predictions-level 4
i e ) — i ogit :124 e
, 2 Hierarchical Distillation
N i p;: |
] i - classes
Knowledae | ° Feature-level Distillation: encourage the new model to extract similar features for the same
. 9 input as the original model
distillation

« Prediction-level Distillation: encourage the new model to make similar predictions for the
same input as the original model
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Continual Learning for |IE R

Episodic Memory Prompting (EMP): incrementally integrating the
representations of new labels for each new task

prediction-level distillation & Dot product

! 5 Element-wise addition p _ lZ?’LGCLT(ht )
N

span

feature-level * pc MLP(It) ht

Linear,; distillation | Linear, Span’

......................... N
ﬁzgénqji jr-1 ﬁzpanqji It Fom Z log (7 + 7).
BERT BERT (#%y") €Dy
00-00 [O-C lﬁ 50-00 [O-00]D
[CLS]  x™ [SEP] ctt | [SEP] [CLS]  x" [SEP] co ct' ¢t [SEP]
\ type representations, which are

initialized by the event type names

(Liu et al., 2022)
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Knowledge Transfer (Yu et al., 2021)

O Event detection: inner product between a token embedding and type embeddings
0 New —> Old: Use new data to update the knowledge of old model by self-training

0 Old - New: Transfer old knowledge to new types by initializing the type embeddings for new types
based on learned types

Self-training: encouraging the probability of each
instance from the new task over old types to be
consistent between the old and new models

Incoming Data : D, - d i
v 1y : data for new
Stream for —» SN E
New Types i bty Pseudo label dist. from old model Label dist. from new model
R E— Model M; b1 l
, v ,C = — 1
Model M; 1 § Knowledge Transfer T / 5 (xz)e:”D ¢ (clz) ogp(c|x{‘ Inst. from new task
P — Type Relatedness 5 / 'Y t ,
New > OId - - c€O¢—1U{e?}—=> Old label embeddings
w+1l:w+wv :
------ > 1. learn new type embeddings based on old types
; 3 / T
— ,[ Old -> New }:; § L < W= — Z Z p(clz;)e. X aninst. from new type
~— L \ h =1 ceOp 1 c: the embedding of an old type
e | \ / . .
'''''''''''''''''''''''''''''' 2. learn new type embeddings from new instances
5 . h
Downside: all these approaches require to store — S p(c?]) d%i_ x;: embedding of x; from BERT
exemplars from old tasks, which is not realistic his lill2p(c®lx): how much x; s different from old ypes
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Knowledge Transfer Improves Learning on Old and New Types (Yu et al.,
2021)

»KD+R+K Old
SKD+R+K New
» Comparing with baseline (KD+R), 08l *EBIS+C|‘)(IdNeW Rare
Knowledge transfer improve performance oKD+R New
on both new and old types 06 KD+R New Rare
o
g
S04/

* More improvements on rare new types, |
showing that sharing knowledge can help 0.2+
learning long-tail events

} New Rare
1 2 3 4 5
Training Stages

Old: old types learned in previous stages
New: new types learned in this stage
New Rare: new types with fewer than 120 training mentions
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