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What knowledge is useful for information extraction?
0 cross-task cross-instance knowledge such as the interactions between knowledge elements
o schema knowledge induced from historical data
o external knowledge such as commonsense knowledge

Cross-task
Cross-Instance
Knowledge

Historical Data
Schema Knowledge

External Knowledge
v

Global Context




Cross-task Cross-instance Knowledge FEAVTT

Existing neural models do not explicitly model cross-task and cross-instance interactions
among knowledge elements

Example: Prime Minister Abdullah Gul resigned earlier Tuesday to make way for Erdogan,
who won a parliamentary seat in by-elections Sunday.

1. An Elect event usually has
Erdogan Abdullah Gul only one Person argument
PER PER 2. An entity is unlikely to act as PER PER
a Person argument for End-

person
Person / person Position and Electevents at  person person
the same time

Elect End-Position

Erdogan  Abdullah Gul

Elect End-Position

won resigned won resigned

[Lin et al, 2020]



OnelE: Justify whether the entire graph makes sense

OnelE framework extracts the information graph (nodes: entities and events, edges: relations and
arguments) from a given sentence. (Lin et al., 2020)

Main challenge for Joint IE: How to capture interactions between knowledge elements?

Information network victim victim

o ® ! Injure-victim-ORG
victim Die PER Injure ORG
Decoding | Beam search o o

Die PER Injure victim victim

./\ ./_\ f Injure-victim-PER
. PER Injure
Trigger

Identification
o

e PUTT U T UL T LT

| The earthquake kiled 19 people and injured in  Kashmir region : India /

| Role
Relat
Classification | Score vectors E ‘?ﬁ E H H ealonﬂ Entlty\,H
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[Lin et al, 2020] 4
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What knowledge is useful for information extraction?
0 cross-task cross-instance knowledge such as the interactions between knowledge elements
o schema knowledge induced from historical data
o external knowledge such as commonsense knowledge

e Joint IE
_ Cross-task

Lin et al 2020, Nguyen et al 2021, Cross-Instance
Pengetal, 2020 ... Knowledge

-

Wang et al 2020, Guo etal 2021, ...

Hristorical Data
Schema Knowledge

External Knowledge




Knowledge-Enhanced IE

What knowledge is useful for information extraction?

O

o schema knowledge induced from historical data
O

‘ Historical Data ’

v
\Schema Induction /
v
Schema Historical Data \
Knowledge Schema Knowledge \ |
v \. £

\ Extraction /

Extracted
Knowledge
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Schema Knowledge: Path Language Model

A good schema consists of salient and coherent paths between them (Li et al, 2020).
1 Salience: recurring event-event connection patterns

[0 Coherence: semantically coherent

Criteria Examples Frequency
. Transport GPE
High - agent 4affi|iationPEFE attackdr 2ok 31
Salience Transport. GPE . . PER Attack
Low destination . affiliation’ . _attacker 2
Single Path
Transport FAC LOC E PER
. High P origin part- " part- _affiliation 4attackerAttaCK 9
Semantic " “whole " whole
Coherence Transport GPE PER GPE
Low - agent ~_ affiliation _ "affiliation " resident target Attack 24
Tranaggtfrt]ation?PE place A:ta(:k
: 20
High Transport Ff .GPE Attack
3 i arti fact located_in .. place
. emantic
Multiple Paths .
Consistency Trangport Attack
stlnatlon place
Low Z
0
Attack

Transport . GPE
origin ~ place

[Li et al, 2020]
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Schema-Guided Information Extraction

* Use the state-of-the-art IE system OnelE (Lin et al,
2020) to decode converts each input document into

an |E graph

« Each path in the graph schema is encoded as a

* OnelE promotes candidate |E graphs containing
paths matching schema graphs

 http://blender.cs.illinois.edu/software/oneie

» F-scores (%) on ACE2005 data [Lin et al.,

ACL2020]:
. Event Trigger Event Trigger
Dataset Entlty Identification Classification
Baseline 90.3 75.8 72.7
+PathLM 90.2 76.0 73.4

: CNN Pentagon correspondent | Transport
Barbara Starr reports coalition entering 4——»@_’99 ;

+ troops entering [Transport] T
+ Baghdad were met with fierce

) _ ) o P i alio
single global feature for scoring candidate IE graphs fighting [Attack], and there "

i e il e e e e e e ]

Candidate IE Graph

PER
troops

Input Sentence

=

— e

+ were casualties on both sides ngﬁwgad fighting
: Attack
; Transport artifact located_in _?Phi_ place
i Attack
: Transpor&eatination ?PE located_in ~ target
Paths from Schema Repository
Event Argqment Event Argqment Relation
Identification Classification
57.8 55.5 44.7
59.0 56.6 60.9

on > *fﬁfé@ Attack




Schema Knowledge: Graph Schema

Example schema of Disease Outbreak (Du et al, 2022)

Disease Outbreak Society Response

Research Response

Contributory Factors igation Justice

Contaminate Eat

eCOVer
Quarantine uneral

2
O—~(x0R =O—()

[Du et al, 2021] %



Schema-Guided IE Challenges

How to obtain schema knowledge”?

How to leverage schema knowledge in IE?
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Graph Schema Induction

7,
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Temporal Graph Schema (Li et al, 2021, Jin
et al, 2022)

o Goal:
Learn the frequent recurring patterns.
o ldea:

Schemas are the hidden knowledge to control
instance graph generation.

o Design:
Graph Generation Model
o Model as schemas:
Prediction ability
Condition on instance graph

[Li et al, 2021, Jin et al, 2022]

traveling

control
crash
casucities destruction
fatalities

health consequences

Twin Towers /da(riag}\
/ investigate:0
threaten:0 destroy:0 &

injuries

transport:0
@ > -
medical:0
crash:0 X
injure:0 :
) die:1
Flight AA1l

Flight UA175
& Victims
die:0

Logan Airport

(a) Event instance graph

PER
WEA N locatedin_ U Loc

Detonate

Transport Explode ’5
\‘Afsemble Attack ‘l ,:ER
O T'“P°'!,-,-"|;.ﬂ§f§?a'on 1
PER B Injure —._-----"" 4
- PER Loc |:\ /
14

(b) Event schema graph




Generative Event Graph Model

Existing Graph (1) Event Generation
| PER PER
Schema as graph generation | Die
1 ace
| gl Attacker Victim
p(G) — Hfé:{) p(GllG'(%) Detgdinee
PER
Step 1 Attack Attack Arrest
Event Node Generation Ao prag
Step 2. j 5 | .
Message PaSS|ng Sl Temporal Ordering- = = = = = - > Tt Temporal Ordering= == === - > i = m- s Temporal Ordering = = == = = >
Step 3. " (3) Coreferential Argument Generation .~ (4) Entity Relation Edge Generation  : (5) Event Temporal Ordering Prediction
. | , vocab | ¥
Argument Node Generation = rer L1100 eniyypes  PER i PER
Step 4. D.eaceLLJes;Ei nodes |
Relation Edge Generation Atscker Vietm

Detdinee

Step 5.
Temporal Edge Generation

PER
Target

 Attack B/7‘re t
ailor !
PE Plac GPE

A Temporal Ordering" = = = - - >

[Li et al, 2021]




Graph Schema Knowledge Acquisition _@I

Two-stage Graph Generation Model (Jin et al, 2022)

'/ \\
I' l Reconstruction Loss l ‘I
: I
1 : 1
[ 5 ]
[ i 1
1 — Encoder N{p. ¥ } ") Decoder - 1
1 Sample H 1
I Encode Decode |
1 ! 1
[ . ‘ ]
[ e T T T I
\\ Event Skeleton G High-level Variational Graph Autoencoder Reconstructed Event Skeleton Gs !

‘ ------------------------------------------------------------------------------------

Event Skeleton Generation
Add Arguments

A o I I I I o o o o o o o e -.\
/ ; \
[ R — 1
: / Node Embeddings :
|  Adding Entity- ' 1
: Rglgilltoyns — Decoder Encoder — ' :
I Decode Encode i i :
1 j i
: MerglnErfclhrlzfserentraI e :
'\ Expanded Graph G Low-level GCN Graph Autoencoder Expanded Graph G ’!'

~

T S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S

Entity-Entity Relation Completion

[Jin et al, 2022]



Schema Knowledge: Graph Schema Resources % J @ \V A

RESIN-11: A library of hierarchical schemas for 11 scenarios (Du et al, 2022)

o capturing a wide coverage of newsworthy events.

Prompt: What are the steps involved in a
disease outbreak?
\

( GPT-3 )

‘

1. Monitor and track disease spread= — = < _
2. |ldentify and isolate the sick.

-~

3. Quarantine the sick and those who have been in\\

contact with them.
4. Disinfect and clean contaminated areas.

N

\
|

5. Educate the public about the disease and how to/

prevent it.

Tracing -

Q322229 J‘- -7

[ WikiData Ontology

7

AQ_pag_thing_following: A1_ppt_thing_followed:
Medical Agent Pathogen

|

[Du et al, 2022]
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Scenario

| #Episodes #Events #Ents # Rels

Business Change

Civil Unrest

Disease Outbreak
Election

International Conflict
Kidnapping

Mass Shooting

Sports Events

Terrorist Attacks
Disaster/Manmade Disaster
Disaster/Natural Disaster
IED/General Attack
IED/General IED
IED/Drone Strikes
IED/Backpack IED
IED/Roadside IED
IED/Car IED

18

81
34
102
35
95
66
37
17
36
38
23
52
48
50
49
48
50

24
18
27
14
56
15
13
14
11
10
8
40
18
19
18
19
19

54
24
93
33
50
56
31
19
26
29
18
22
39
43
40
39

-



Schema-Guided IE Challenges

How to obtain schema knowledge?

How to leverage schema knowledge in IE?
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“Model as Schema” for Event Prediction

Schema-guided Event Prediction: The task aims to predict ending events of each graph.
- Considering that there can be multiple ending events in one instance graph, we rank event
type prediction scores and adopt MRR and HITS@1 as evaluation metrics.

Sxisting events Broadcast : Event Prediction
events to be predicted 7_ cas :

FireExplosion !
Die

Die

Attack — é-lct;‘rg?nr; TrialHearing
. : Transportation
Attacl/ Deton i o g Die'\ i Sentence
4 1 e - Broadcast
\ Contact ;TGraph | Injure
Injure i Se;.;«;:: Attack
Broadcast
Injure &7 Dje N\ ImpedelnterfereWith o
Dataset Models MRR HITS@1 | Dataset Models MRR HITS@1
Human Schema 0.173 0.205 Human Schema 0.072 0.222 | .\
General IED /ﬁ 9) )
Event Graph Model 0.401 0.520 Event Graph Model 0.224 07417 7/

[Li et al, 2021]



Schema Library Guided Event Graph Completion & E @ \T]'

Instance Graph

Tom
Alice

Bob

Problem:
o Missing event nodes
o Missing edges
Task: Event Graph Completion

contact:0
assemble:0 detonate:0

medical

intervention:0
FBI

identify:0

The
ressure Square

cooker bombs """-..._?
(Wang et al, 2022) 2 u :
Input John
o Incomplete event graph S S I B Y .
o Schema graph o — |
Output |} Trmspen A &

L]
tlate: Medical Die !

i > O O Intervention s O i
' Assemble Detonate . | Indic i

o Complete event graph

s O Identify

Investigate '
LoC / O
Acquit 1A
\ VEH T 19))
. WEA | RN
[Wang et al, 2022] Y PER Schema Graph ;| 5, 7



Schema Library Guided Event Graph Completion .¢
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Step 1: Matching between event graph and schema graph

Step 2: Decide whether add a node according to the schema graph, based on:
o neighbors of the candidate node and the matched subgraph
o paths that connect the candidate node and the matched subgraph.

Instance Graph I

matching

——

el T,

Schema Graph §

(@)

Mapped subgraph
Graph el

[Wang et al, 2022]

Candidate event

I'c Sforl node e € S\I

Schema Graph §

(b)

O_@Message passing

Neighbor module

” Path finding

\ % READOUT [ [ | - =; Vs
B 30

Embedding o\ .{\,, -
candidate node e B 0 I

Embeddlng of

Embeddings of subgraph I’

nodes in subgraph I MLPnerghbar

Probability
(victim, patient) thateis
(passenger, patient)

(TEMP, TEMP)

missing for I'

- /

(TEMP, TEMP) 5
(TEMP) |
(TEMP_REV, TEMP)
Multi-hot bag-
_ Bagofpaths ofpathvector  MLPpatn
(d) (e)
N
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/‘ --------------------------------------------------------------------------------------------------
g - English Entity/Relation/Event Mention Extraction :
Multilingual i'*':.tm'ica'
. . : ews
atmeria m " Weak Supervision A
Document Clusters \ :
. | Trigger Argument . D:;:\-Ievel .
i : . . " ven rgumen .
Machln.e > Fine-grained |/ Labeling Labeling Extratg:tilon
Translation ' | Entity Extraction J : o
ASR » L : chema
— ‘ll ‘I I | Induction

WIKIDATA

Schema

Cross-document Cross-lingual Curation

Spanish » Coreference Resolution and —»[ Temporal Ordering }
Qnode Linking

[Du et al, 2022]

v Schema
Visual IE Final output Library
Cross-media Matching PR Schema Matching ."—‘" %ﬁ\
e Ernvichient — and Prediction D"o"%


https://github.com/RESIN-KAIROS/RESIN-11
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What knowledge is useful for information extraction?
0 cross-task cross-instance knowledge such as the interactions between knowledge elements
o schema knowledge induced from historical data
o external knowledge such as commonsense knowledge

Cross-task
Cross-Instance
Knowledge

Historical Data
Schema Knowledge

External Knowledge

=)

D))
24
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Commonsense Knowledge Enhanced |E

Human can construct a latent timeline about events’ start and end times

Context Story

Farrah was driving home from school. A person was
riding a bicycle in front of her. Farrah looked away for a

second. She didn't notice that he stopped. She triedto
brake but it was too late. The person recovered soon. llustration Allen’s Relation Tracie’s Relation
explicitevents implicitevents not-inferrable
fi— C—— o~ Latent — Starts Before
> Timeline [ ] Precedes, Meets Ends Before
ride get hit Overlaps, Finished-b
=3 ' —— ] 'aps, Vs Starts Before
A person I | | 11 | R Contains, Starts, Equals, ds Aft
p stopped injured recovered Started-by Ends After
drive get home During, Finishes,
(I (] — L] Overlapped-by, Met-by, Starts After
Farrah I |1 I I Il r_‘:‘.] : Preceded_by EndS After
distracted look ftry  hit regret

Tracie Instance

distracted starts before try starts (4 entailment

distracted endsafter firy starts X coniradiction
.... many others 4 ) \\
[ D) || .-'l.-'l

N

[Zhou et al, 2021]



Commonsense Knowledge Enhanced |E
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Key idea: Leveraging duration

[ Event A ] [ Event B ]

[ Query on A’s Duration ][ Query on A and B’s Distance J

[ encoder ] [ encoder ]
dur”[ decoder | dlst“[ decoder ]
< g(x)=tanh(x,-x,) >
c'v ||+ GT:;I X g(]_;) = | pred

Duration of A

[Zhou et al, 2021]

Start of A — Start of B

text
| went to the park on January 1, | was very hungry

after some hiking. Luckily, | purchased a lot of food
before | went to the park. | enjoyed the trip and wrote
an online review about the trip on the 10t",

within-sentence
[l purchased food, | went to the park.]: before

cross-sentence
[l went to the park, | wrote a review]: before, weeks

System Start  End All  Story
Majority 573 69.8 64.1 | 18.1
BiLSTM 537 635 59.1 | 109
 Roberta-Large = | 785 783 784 | 26.1
T5-3B 794 774 783 | 269
BaseLLM (T5-large) 75.5 754 754 | 226
BaseLM-MATRES 76.7 763 765 | 253
- PINTIME (ours) | 814 775 793 | 31.0
SYMTIME (ours) 82.1 794 80.6 | 32.0
SYMTIME-ZEROSHOT | 77.0  73.1 749 | 21.6 |
C )



External Knowledge Enhanced IE I a \17

& <

« |E from biomedical text requires broad domain

Protein Motif knowledge.

Deletion of the UIM sharply reduced the efficiency Many highly specialized terms, acronyms, and

Binds—'l

Protein
Family

abbreviations.

Protein

_ _  We introduce KECI (Knowledge-Enhanced
with which Hrs bound ubiquitin.

Collective Inference), an end-to-end framework

Our baseline ScCiBERT model incorrectly predicts the entity and relation extraction.

mention as a “DNA”.

[Lai et al, 2021] o7



External Knowledge Enhanced IE

Ildea: linking to build a background knowledge graph containing all
potentiallv relevant biomedical entities from an external KB.

@ Initial Span Graph
] 3
Binds
N | : i 1 . . Final Span Graph
Protein Protein Chemfca;| Protein
Input Text | | Family ) .
' ' ; ' Binds
The effect was specific to Lol Al FKE:P” '“1:°R Binds
rapamycin, as FK506, X : SN Py Binds
an immunosuppressant . . A RN I ;
that also binds FKBP12 : ' ’ E : ) . _ - ( .
but does not target Drug Chemical | Protein I\ Protein |
mTOR, had no effect on rapamycin  FK506 FKBP12 mTOR
the interaction. N
~
R Organic AA. Peplide, or Gene or n L MTOR Gene (CUI C1414805)
> ?Pemmal Protein Genome Semantic Types. Gene or Genome
I— |—interzalcts—T T
interacts Definition. This gene plays a role in
@ produces™ apoptosis, cell growth, differentiation
Background Knowledge Graph and proliferation.

[Lai et al, 2021]



Conclusions & Future Direction
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‘ External Knowledge

* commonsense
knowledge

» domain knowledge

' Schema Knowledge
from Historical Data

* schema induction
* schema guided IE

® Cross-task Cross-
instance Knowledge

* joint extraction models
e constraints

Moving forward...

 How to induce
schema knowledge?

* How to apply
‘ Moving forward... knowledge of different

forms?

 How to capture wider
and more global
context, such as
resolving corpus-level
coreference during
knowledge reasoning?




Thank You
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