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Multimedia Information Extraction ZAXAV

Multimedia Knowledge Base with entities, relations and events.
A event @ entity

e
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The first-ever official visit by a British royal to-is underway. Prince William the 36 year-old Duke of_ and second in
line to the throne will meet with both - and_leaders overthe next three days.
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Multimedia Information Extraction _@I a \17

Multimodal Knowledge Graph Construction
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Treat Image/Video as a foreign language

Text Image / Video Frame

Sentence Image
Word Image Region
Entity Visual Object
Relation Visual Relation
Entity-Relation Graph Visual Scene Graph
Event Trigger Visual Activity
Event Structure Image Event Graph
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Attacker protesters

Target police

Attacker police

Target protester



Event Wearing Event Treatment Event Researching

Item mask Agent doctor Agent researcher

Agent person Target patient Target  dropper
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Event Sanitizing Event Testing Event Vaccination
Agent person Agent woman Agent woman PN
Tool sprayer place  car Target girl L 2) j'




Multimedia Applications I a \\‘,,,/

Real-world multimedia applications requires image-language models to
understand multiple levels of alignments such as events, objects, as well
as semantic structures.

Why is [person4jll] pointing at
[person1§]?

a) He is telling [personai] that [person1if]] ordered

the pancakes.

b) He just told a joke.

c) He is feeling accusatory towards [persum-]_

d) He is giving [person1i]] directions.

Rationale: | think so becsuse. ..

| a) [persumﬂ] s the pancakes in front of him.
+] ersond is taking everyone's order and asked for
hide all ‘ show all || [persen1] || [person2] ‘- [persond] clafl:c:t-:n m ’
[persons] H [persons] H [person7] [tiel] [bottlel] ‘ c) [persendfl] is looking at the pancakes both she and
[person2fiil] are smiling slightly.
[bottle2] [bottle3] ‘ [cup1] ‘ [cupz] ‘ [cup3] ‘ [cup4] d) [persen3fR] is delivering food to the table, and she
[cup5] H [cupé] H [knifel] H [spooni] ” [ sandwich1] ” [chair1] ‘ might not know whose arder Is whose. [// \\\
9))
[chair2] H [chaird] H [diningtablet ] ‘ Visual Commonsense Reasoning N7

Zellers, Rowan, et al. "From recognition to cognition: Visual commonsense reasoning." CVPR. 2019.
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Multimedia Applications

Real-world multimedia applications requires image-language models to
understand multiple levels of alignments such as events, objects, as well
as semantic structures.

e

e .’/-/Try to helpkh“\.
/" Sinkinthe "\ ( Personzi. ) Wait for help
\. water. S— - to arrive.
~ After Person1 Notice water

washing in.

P — - will most m"v ; Because Person2 F Swim towards
safety. wanted to ... B\ the statute.

Gt o Sense his own

the top of Because Person1 death.
the deck wanted to ...
Realize
the ship is ol v |
sinking. . e e f Person2 Be .
‘."si . e ~ will most likely ... .washed away.
Start Get caught in a N g /
moving against rush of water. - S
the water. - p . I,f Scream
Event: [Personi]istryingto i . .. is holding onto \i"_"ii'f_’; 74
escape from the water.  a bronze statue in water. oy
L Gasp for air. )
Place: Inside a ship. ~——

Visual COMET (Visual Commonsense Reasoning in Time)

Park, Jae Sung, et al. "Visualcomet: Reasoning about the dynamic context of a still image.” ECCV. Springer, Cham, 2020.



Challenges

1. How do we find structured knowledge in vision data?
2. How do we align structured across vision and text?

Visual Structure

Structured

Detection Knowle dge

Cross-modal
Fusion




Challenges

1. How do we find structured knowledge in vision data?
2. How do we align structured across vision and text?

Visual Structure Relation
Detection Cross-modal

Fusion
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1. How do we find structured knowledge in vision data?
2. How do we align structured across vision and text?

Visual Structure

Detection
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Multimedia Information Extraction AV

Multimodal Knowledge Graph Construction
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Multimodal Knowledge Graph Construction
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Visual Entity Extraction

i

Object Detection: Object instances at the bounding box level
Semantic Segmentation: Object class at the pixel level
Instance Segmentation: Object instances at the pixel level

Object detection Semantic Segmentation Instance Segmentation
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https://www.v7labs.com/blog/object-detection-guide
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Visual Entity Extraction V

Two-Stage (With Proposal) One-Stage (Without Proposal)

classifier
.
proposals A
s

Region Proposal Networ

1. Resize image.
2. Run convolutional network.
3. Non-max suppression.

YOLO

Extra Feature Layers
A

VGG-16

feature maps

r \
lassifier : Conv: 3x3x(4x(Classes+4))

o c
aaaaaaaaaaaaaa (6x(Classes+4)) 8 2
& 8
o =
a5
S
2 S =2 74.3mAP
4 & E| 59FPS
Conv: 3x3x(4x(Classes+4)) | &
o]
B
2
3 c
conv layers : :

otz
[—
=)
28 Conv: 1x1x128
V: 3x3x256-51

Conv: 1x1x256 onv: 1x1x’ onv: 1x1xT.
Conv: 3x3x512-s2 Conv: 3x3x256-s2 Conv: 3x3x256-s1 Coni

B 63.4mAP
E| 45FPs

Faster RCNN Mask RCNN

YOLO
H

R
é7><
H =

8
[ Detections: 98 perclass |
‘ Non-Maximum St ppression ‘

SSD
Ren, S., He, K., Girshick, R., & Sun, J. Faster r-cnn: Towards real-time object detection with region proposal networks. NeurlPS 2015.
He, Kaiming, et al. "Mask r-cnn." CVPR 2017.

Redmon, Joseph, et al. "You only look once: Unified, real-time object detection." CVPR 2016.
Liu, Wei, et al. "Ssd: Single shot multibox detector." ECCV 2016.
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Multimodal Knowledge Graph Construction
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Visual Entity Linking

Named Entity Recognition
Face Recognition
Landmark Recognition
Flag Recognition

Logo Recognition

O O O O O

Schroff, Florian, Dmitry Kalenichenko, and James Philbin. "Facenet: A unified embedding for face recognition and clustering." CVPR 2015.

Weyand, Tobias, et al. "Google landmarks dataset v2-a large-scale benchmark for instance-level recognition and retrieval." CVPR 2020. [/ '\\"i"':l\\%f"|
Wu, Shou-Fang, et al. "FlagDetSeg: Multi-Nation Flag Detection and Segmentation in the Wild." AVSS 2021. N //
20

Bianco, Simone, et al. "Deep learning for logo recognition." Neurocomputing 245 (2017): 23-30.



Multimedia Information Extraction
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Visual Entity Linking and Coreference

Landmark recognition




Visual Entity Linking and Coreference

Flag recognition

US Flag Missed detection  Ukraine Flag

ey

Low resolution

Different shape and angle
4 Partial observe



Visual Entity Linking and Coreference

Face detection
Entity linking and coreference
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Multimodal Knowledge Graph Construction
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Visual Entity Linking and Coreference FXAVT

[ |

Face detection
Entity linking and coreference

Face cluster
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Multimedia Information Extraction
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Visual Event Extraction: Situation Recognition . & LAV @
Situation Recognition (image - text + boundingbox)

! Hitting
RIDING Agent Tool Victim ‘o Place

VEHICLE PLACE VEHICLE PLACE

HORSE | OUTSIDE DOG | SKATEBOARD | SIDEWALK Ballplayer Bat Baseball Q Field

Situation Recognition [Yatskar et al. 2016] Grounded Situation Recognition [Pratt et al, 2020]
)



Visual Event Extraction: Video Situation Recognition

Visual Features can provide more details for event interactions

\erb: deflact |block, awoid)

Argl {deflectar) waoman with shield
Event 1 Argl (thing deflected) boulder
Os-25 Scene city park
Ev3 is enabled by
(3%
Verb: talk [speak)
Argl (talker)
Event 2 Arg? [hearer)
25-As ArgM (manner) urgently Evilsa
Scene city park reaction to Ev2
Verb: leap (physically leap)
Argl {jumper) man with trident
Event 3 :Iﬂ:"{?;ﬂatfl.‘] : aver '\.'t.-'ur-;. I
t toward tless man
45_55 B irection | owards s |.r [& ma
ArgM (goal) | to attack shirthess man
SEene City park
Verb: punch (to hit)
Argl [agent) shirtless man E'f'ﬂ' Ista S
reaction to Ev:
Event 4 Argl 1e;t|!y .runchedl n u'i.dem
Argha t Lt tanc
Bs-8s rgha [direction) ar into distance
Scene clty park Ev5 is unrelated
to Ev3
Verb: punch (to hit)
Arg0 [agent] shirtless man
Event5 Argl (entity punchied) ERSTEGRTHEGTER]
Bs-10s Argh (direction) down the stairs

Scene city park




Visual Event Extraction: Visual Semantic Parsing % K.& 7%

2 LN
G vionne>

Scene Graph Based (image - text + boundingbox)
o Trained and evaluated on Scene Graph annotation (Visual Genome)

- Added boundlng bOX allgnment Hell:lr:leﬂsr:nctt;:;ns e ngr;ili:;iinns
PR FFNﬁ—rr-_L__-_i_-ﬁ_;; B
Visual Semantic Parsing D—‘—EFFM ' Oy, ~EHFEN,,

== === ===

[] Enity (SGG & VSP) Scene Graph Generation

—p  Predicate (SGG) Girl _h_, Hand

() rredicate (VsP) on

——  Subject (VSP) eating holdlng\

==== Object (VSP) - on

------- Instrument (VSP) Cake " Fork

A

Visual Semantic Parsing [Zareian el al, 2020] Human-Obiject Interaction [Kim el al, 2021] [\ ))) __:I{_]
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Challenges

1. How do we find structured knowledge in vision data?
2. How do we align structured across vision and text?

Cross-modal
Fusion

'93'7:'\?1

)

31



Multimedia Information Extraction
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Cross-Media Fusion: Outline

Linking based

Structure based

‘II ‘I ~ Frecbase

WiIKIPEDIA WIKIDATA

The Free Encyclopedia

A crowd of onlookers on a tractor ride watch a farmer hard at work in the field

Transport
Person _
’

gen S~
protesterss _ = ~ <

Independence Square buildifig




Cross-Media Fusion: Linking-based

Text,
ASR, OCR
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Cross-Media Fusion: Grounding-based

A man in red pushes his motocross bike up a rock

A crowd of onlookers on a tractor ride watch a farmer hard at work in the field A cute young boy waving an american flag outside

Akbari, Hassan, et al. "Multi-level Multimodal Common Semantic Space for Image-Phrase Grounding." CVPR 2019.
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Cross-Media Fusion: Grounding-based @I@v

Cross-Attention between Word and Regions:

Relevance

------------------------------------------------------- Objective --------------------------------------—--—--—--- Pertinence Score
Label: 0,1 T
Word, ( ]
sentence g
I features 1

Non-linear
mapping

A man in red pushes
his motocross bike up

Multi-level Level

: attention selection
o r Non-linear
r 'r i mapping s {=7
L— i word
Common motocross
Multi-level space Multi-level
region-wise attended

)
9 )

e}&i//

features features <

Akbari, Hassan, et al. "Multi-level Multimodal Common Semantic Space for Image-Phrase Grounding." CVPR 2019. 36




Cross-Media Fusion: Grounding-based
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Add additional supervision: Contrastive learning trains a word-region attention mechanism

\

V/
F
F

.

| k" Image-Caption Pair
/ in Training Data

front* of°® a® computer’.

Language
Model
\

Contextualized
Word Features
(nouns and adjectives)

Object
Detector

!

Region
Features
(top detections)

@ wf chocolate

@ w; donut

@ wk computer

/

Region-word alignment defined by an
attention mechanism with parameters @

\\

[ Chocolate' donut? in? ]

jJ

Gupta, Tanmay, et al. “Contrastive learning for weakly supervised phrase grounding.” ECCV 2020.

- -

Contrastive Training

Chocolate' donut’ in’
front? of° a® computer’.
J

‘\‘
¢o(R¥, Hﬁ-k)
¥ chocolate .

¥ donut .

7 computer [l

C )
b0 (R¥,wf)
@ w) chocolate

@ w¥ donut

=

@ w; computer

Llang(e)
Chocolate! cookie? in’
front* of® a® computer’.
4 )
k ok
* @ ACATS
rk _
.w%‘ cookie
el
@

. /
e a
¢g(R,w): Compatibility between
set of region features R from
an image and contextualized
word representation w that uses

the region-word attention.
.\ .
g‘_’. min L, (@) + Ligny(0)
L

\'----------—I’



Cross-Media Fusion: Grounding-based

C tt t ' ' T f a white cushion chair with a Language
ross-attention in |1 ranstormers arey pillow on It Model
Region-Expression
. Matching
A man rides a A man rides a
bike with a cat bike with a cat Best matching
wearing wearing proposal
sunglasses. sunglasses. | L
i ) Y
a white cushion chair with a Language
grey pillow on it - Model
Vision Text Cross-Attention
k network P : k
networ. Distillation networ Visual-Linguistic
f g (at training) h Fusion
Dense Prediction with
Predictions max score
Similarity Reranking Similarity awhite cushion chairwitha __|  Linguistic
f(m}Tg(y) (at query time) h(ﬂ?, y) ey piaw om iy Transformer
Visual-Linguistic
Fast Slow Sl
Dual encoder Cross-Attention
Visual Direct Coordinates

Transformer Regression

Fast and Slow

Miech, Antoine, et al. “Thinking fast and slow: Efficient text-to-visual

Deng, Jiajun, et al. "Transvg: End-to-end visual groundir[f/
retrieval with transformers.” CVPR 2021. N

transformers." CVPR 2021.
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Cross-Media Fusion: Outline

Linking based

Grounding based

Structure based

‘II ‘I ~ Freebase

WiIKIPEDIA WIKIDATA

The Free Encyclopedia

A crowd of onlookers on a tractor ride watch a farmer hard at work in the field

Transport
Person _
’
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Cross-Media Fusion: Structure-based S AV A

Antigovernment protesters carry an
injured man on a stretcher after
clashes with riot police on
Independence Square in Kyiv on
February 20, 2014.

AN
DRI

(X&J//,




Cross-Media Fusion: Structure-based S AVA

Antigovernment protesters carry an

injured man on a stretcher after Agent protesters i . I
clashes with riot police on

Independence Square in Kyiv on

February 20, 2014. Entity injured man

Instrument stretcher B |

R
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W
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Cross-Media Fusion: Structure-based
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Multimedia Event Extraction (M?E?)

Input: News Article Text and Image

_______________

Last week , U.S . Secretary of State Rex Tillerson visited
Ankara, the first senior administration official to visit Turkey,
to try to seal a deal about the battle for Raqqga and to overcome
President Recep Tayyip Erdogan's strong objections to
Washington's backing of the Kurdish Democratic Union Party
(PYD) militias. Turkish forces have attacked SDF forces in
the past around Manbij, west of Raqqga, forcing the United
States to deploy dozens of soldiers on the outskirts of the
town in a mission to prevent a repeat of clashes, which risk
derailing an assault on Raqqa.

_______________

Output: Events & Argument Roles

Event Type

land vehicle

land vehicle

ot ol
AL,

Movement.Transport

Event

Text Trigger deploy

Image

Arguments

Agent
Destination
Artifact

Vehicle

Vehicle

United States
outskirts

soldiers

a

QA
SR
NN

&
Y



Multimedia Event Extraction (M?E?)

Input: News Article Text and Image

___________________________________________________________

Last week , U.S . Secretary of State Rex Tillerson visited
Ankara, the first senior administration official to visit Turkey,
to try to seal a deal about the battle for Raqqga and to overcome
President Recep Tayyip Erdogan's strong objections to
Washington's backing of the Kurdish Democratic Union Party
(PYD) militias. Turkish forces have attacked SDF forces in
the past around Manbij, west of Raqqga, forcing the United
States to deploy dozens of soldiers on the outskirts of the
town in a mission to prevent a repeat of clahes, which risk
derailing an assault on Raqqa.

__________________________________________________________

land vehicle

land vehicle
§- v—
s | il
| b oY

Output: Multimedia Events & Argument Roles

Event Type Movement.Transport\ Agent United States
l Destination outskirts
Text Trigger deploy Artifact soldiers
Arguments 4
Event Vehicle a
Image . [/ ;\___i,;«:;i._,]
Vehicle N //
AR




Multimedia Event Extraction (M?E?)

Input: News Article Text and Image

___________________________________________________________

Last week , U.S . Secretary of State Rex Tillerson visited
Ankara, the first senior administration official to visit Turkey,
to try to seal a deal about the battle for Raqqga and to overcome

President Recep Tayyip Erdogan's strong objections to

Washington's backing of the Kurdish Democratic Union Party
(PYD) militias. Turkish forces have attacked SDF forces in

the past around Manbij, west of Raqqga, forcing the United
States to deploy dozens of soldiers on the outskirts of the
ashes, which risk

town in a mission to prevent a repeat

Output: Multimedia Events & Ar nt Roles

land vehicle

\
>
Event Type Movement.Transport \ Agent
| Destination outskirts
[~

Text Trigger deploy

Event

Image

nited State

Artifact soldiers

Vehicle a

Vehicle

Arguments

S/ N
oy W
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Transfer Structured Knowledge Across Modalities

............................................................................................................

Caption Text ¢
: Event Type | Transport ( )
Antigovernment protesters caing am Text
injured man on a stretcher after > Information
clashes with riot police on Extraction
Independence Square in Kyiv on '
February 20, 2014.

e, o
-----------------------------------------------------------------------------------------------------------

Trigger Word

Natural Language Processing | Event Extraction «[




Transfer Structured Knowledge Across Modalities

. "

Caption Text ¢

Event Type | Transport (carry)

Antigovernment protesters carry an Text Agent
. injured man on a stretcher after —> Information
. clashes with riot police on Extraction Entity

Independence Square in Kyiv on
. February 20, 2014.

...........................................................................................................

Instrument

Trigger Word
Natural Language Processing | Event Extraction

Argument (Participant)
<)




Transfer Structured Knowledge Across Modalities

o .

Caption Text ¢

Antigovernment protesters carry an
injured man on a stretcher after
clashes with riot police on
Independence Square in Kyiv on
February 20, 2014.

...........................................................................................................

" Person

Ny

: Bench

Event Type | Transport (carry)
: Text Agent rotesters
— Information g P
' Extraction Entity injured man
Instrument | stretcher
y

Weakly Supervision

/| QA
SR
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)
)
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Positive
Labels

Negative
Labels
(events)

Negative
Labels

(arguments)

Event Type

Transport (carry)

Agent

protesters

Entity

injured man

Instrument

stretcher

Event Type

Arrest (arrest)

Agent

protesters

Entity

injured man

Instrument

stretcher

Event Type

Transport (carry)

Agent

protesters

Entity

injured man

Instrument

stretcher

Construct hard negatives by manipulating event structures.
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Construct hard negatives by manipulating event structures.

" Person

Ny

: Bench

Positive
Labels

Negative
Labels
(events)

Negative
Labels
(arguments)

Event Type

Transport (carry)

Agent

protesters

Entity

injured man

Instrument

stretcher

Event Type

Arrest (arrest)

Agent

protesters

Entity

injured man

Instrument

stretcher

Event Type

Transport (carry)

Agent

injured man

Entity

stretcher

Instrument

protesters

1dwoud 1dwoud

1dwoud

Protesters
transported
_, injured man
using a
stretcher.

Protesters

arrested

injured man
_> .

using a

stretcher.

Injured man
transported a
> stretcher with
protesters. «
2R\
L 19))
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Construct hard negatives by manipulating event structures.

" Person

Ny

: Bench

Positive
Labels

Negative
Labels
(events)

Negative
Labels
(arguments)

Protesters
transported
injured man
using a
stretcher.

Protesters
arrested
injured man
using a
stretcher.

Injured man
transported a
stretcher with
protesters. «
2R\
L 19))
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" Person

' Bench

B berson i

Persdnt‘ Person T IT S Person
ahacell , Wiy =
~Wer

Positive
Labels

Negative
Labels
(events)

Negative
Labels
(arguments)

Protesters

transported

injured man

using a

stretcher. — — 1

Protesters
arrested

injured man —
using a
stretcher.

Injured man == - 1,
transported a

stretcher with

protesters.

Japoou]
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S(ty,v)

— S(1,,v)

(V)

Construct hard negatives by manipulating event structures.
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GPT-3 Based Prompt ANAV

From Event Structure to Natural Language Description:

o We use five manual event description examples as few-shot prompts to control the
generation.

ex] v ][ ex3 a1 ][ ex3_ a3
exp v ][ exp aj ][ exp as .- [ex2 desp]

[ ]... [ex1 desp]
[ ]
[ ex3 v ][ ex3 a1 ][ ex3 a2 ]...
[ ]
[ ]
[ ]

lex3_desPl , GPT-3 —[output_desp]
exg v ][ exq aj ][ exq_ap - [exy4_desp] -
exs v ][ exs aj ][ exs as - [exs5_desp]

input v] [input aj] [input a2]...

/ N
[ )

& J
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Graph Alignment via
Optimal Transport
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Event-level Cross-media Alignment AEAV

Investigators inspect parts of a
destroyed car at the site of a car
bombing in Beirut, Jan. 21, 2014.

inspect

car bombing

investigators

destroyed car

site

Imaage

b e S
o S
2 -
AN - X
o P :
3 @ AN %

personl person2 Dperson3 person4 motorcycle
- | e\ q‘ B Y
- L - :__-; N -7 - 3




Conclusions
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GAIA: Open-source Multimedia Knowledge Extraction Systemﬁ@wl d \17

Multimedia News | | Visual Entity Extraction | [ Visual Entity Linking | (Visual Entity Coreference Available at
Faster R-CNN ClassActivation FaceNet Flag Generic Face Lo
ensemble | Map I"vlodel Recognition ~ Feal:;res / Features http //blender CS.i I Il
£ = i AN 4 #
K P ODOET -3 b .
: y . MTCNN Face _ Fusion and ; DBSCAN Heuristics
Images and Video Key Frames Detector Pruning HAnemaMaiching Clustering Rules ) NOIS. ed U/SOftwa re/
— b " Q . .
i 5 v gaia-ie
Eng!{sl.'r Russian Ukrainian = Frocbase =2 Ach |eved be St
5 Multi-lingual Text Content ) ey Background KB \ ,) Visual KB
Y E performance at
Textual Mention Extraction| Textual Entity Coreference| (Textual Relation Extraction] | Cross-Media Fusion | TAC SM-KBP
ELMo-LSTM CRF Collective Entity Linking : .
Entity Extractor " and NIL Clustering = Assembled CNN Extractor o Visual Grounding 201 9 and 2020
¥ . Y
I o
Attentive Fine-Grained 'Contextual Dependency based Cross-modal Entity Linking Evaluatlon (1 O A)
Entity Typing Nominal Coreference Fine-Grained Relation Typing .
\ ; b < J higher than the
_________________ Textual Event Extraction g e second ranked
: Coarse-Grained Event Extraction .
Bi-LSTM CRFs y CNN ; Multimedia KB team in TAC SM-
Trigger Extractor Argument Extractor ' KB P 20 1 9)
777 Fine-Grained Event Typing . ! [Textual Event Coreference Applications
i FrameNet & Dependency based Rule based Ly Graph based
:  Fine-Grained Event Typing Fine-Grained Event Typing | Coralerence Boeclition News Recommendation



http://blender.cs.illinois.edu/software/gaia-ie/

Future Challenges

Local: Capturing semantic structure
Global: Understanding a more global context of multiple entities and events




Future Direction: Event Tracking
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Future Direction: Text and Vison are Complementary I a \17
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Future Direction: Text and Vison are Complementary . %&.J @ \17'
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