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Abstract

There is significant interest in developing eval-
uation metrics which accurately estimate the
quality of generated text without the aid of a
human-written reference text, which can be
time consuming and expensive to collect or en-
tirely unavailable in online applications. How-
ever, in this work, we demonstrate that these
reference-free metrics are inherently biased
and limited in their ability to evaluate gener-
ated text, and we argue that they should not
be used to measure progress on tasks like ma-
chine translation or summarization. We show
how reference-free metrics are equivalent to us-
ing one generation model to evaluate another,
which has several limitations: (1) the metrics
can be optimized at test time to find the ap-
proximate best-possible output, (2) they are in-
herently biased toward models which are more
similar to their own, and (3) they can be biased
against higher-quality outputs, including those
written by humans. Therefore, we recommend
that reference-free metrics should be used as
diagnostic tools for analyzing and understand-
ing model behavior instead of measures of how
well models perform a task, in which the goal
is to achieve as high of a score as possible.1

1 Introduction

Automatically evaluating the quality of generated
texts is essential for the development of natural lan-
guage generation systems. The most common type
of evaluation for generation tasks such as machine
translation (MT) and summarization is done with
reference-based automatic metrics, which evaluate
a text by comparing it to a gold-standard reference
text, usually written by humans (Papineni et al.,
2002; Lin, 2004; Zhang et al., 2020; Sellam et al.,

1https://cogcomp.seas.upenn.edu/page/
publication_view/991
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Prism-src (↑)

Source Doch er ist nicht krank, er hat
nur einen mächtigen Kater.

Reference But he is not ill, he only has
quite a hangover.

-1.6

Candidate But he is not sick, he has only
one powerful cat.

-0.4

Source Und mit Mann und Maus gegen
Mainz verteidigt.

Reference And threw everything they had
into our defense.

-4.8

Candidate And defended with man and
mouse against Mainz.

-0.4

Figure 1: Here, Prism-src was optimized to generate the
candidate translations. They are clearly wrong (Kater
means both “cat” and “hangover”; mit Mann und Maus
is an expression that means “with all means available”),
but have better Prism-src scores than the references.
Comparing systems with reference-free metrics will
favor systems that are more similar to the metrics’ un-
derlying models rather than higher quality output.

2020; Deutsch et al., 2021a; Zhang and Bansal,
2021, inter alia).

Reference texts can be expensive to collect or
are entirely unavailable when there is a need to
estimate the quality of text in real time, so there
is an increased interest in developing automatic
metrics that do not use references to evaluate text,
commonly referred to as reference-free metrics
(Louis and Nenkova, 2013; Fonseca et al., 2019;
Scialom et al., 2019, 2021; Vasilyev et al., 2020;
Rei et al., 2021, inter alia). While these metrics do
not always achieve performance parity with their
reference-based counterparts, their high correla-
tions to human judgments suggest that reference-
free evaluation is a promising direction of future
research (Fonseca et al., 2019).2

However, in this work, we demonstrate that
reference-free evaluation metrics have inherent lim-
itations and argue that they should not be used

2Some reference-free metrics actually already out-perform
reference-based metrics (Freitag et al., 2021).
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to measure progress on tasks, even in domains in
which no reference texts are available. Central to
our argument is the idea that because reference-free
metrics evaluate text using the same input provided
to the generation models, they are either explic-
itly or implicitly using an underlying generation
model to evaluate other models (§2). There are sev-
eral implications of this, which we explore through
an analysis of three reference-free evaluation met-
rics, Prism-src (Thompson and Post, 2020) and
COMET-QE (Rei et al., 2021) for MT and Quest-
Eval (Scialom et al., 2021) for summarization.

First, the metrics’ underlying models will
achieve the best possible metric score by definition.
Therefore, the “perfect” model is already known,
and we show that it is possible to define simple
approximate inference algorithms which use these
models to find the approximate best output accord-
ing to the metrics (§4, §5.1).

Then, the metrics have inherent, undesirable bi-
ases that originate from their underlying models.
Not only do they favor the underlying models’ out-
puts, but they are also biased toward outputs from
models which are similar to their own, and biased
against higher-quality outputs, such as those writ-
ten by humans (Fig. 1, §5.2, §5.3). Thus, if they
were used as primary evaluation methods for a task,
they would encourage other models to be more
similar to their own and less human-like, an unde-
sirable property of an evaluation metric.

Our recommendation is that reference-free met-
rics should not be used as methods for measuring
progress on generation tasks such as MT, in which
the goal is to achieve the highest possible value of
the metric. Instead, they are better suited to be diag-
nostic statistics for analyzing model behavior with
the understanding that they are inherently limited
and biased (§6).

The contributions of this work include: (1) in-
sight on the equivalence of reference-free metrics
and generation models, (2) a demonstration that
reference-free metrics’ values can be optimized
at test time to achieve high-scoring outputs, and
(3) an analysis that reveals reference free metrics’
inherent biases and limitations.

2 Reference-Free Metrics as Models

Conditional text generation models can be viewed
as a function θ(·) which scores an output text
y ∈ Y for some input text x. Then θ(·) is used
in conjunction with an inference procedure fθ(·) to

find the best output at test time.3

θ(x,y) → R (1)

fθ(x) = argmax
y∈Y

θ(x,y) (2)

For instance, θ(·) could be a learned sequence-to-
sequence model and fθ(·) could be beam search.

The output of fθ(·), denoted ŷ, is typically eval-
uated by some automatic metric M. Reference-
based metrics do this by scoring ŷ using some
gold-standard text y∗ (which is not available to the
model during inference) and the input x (which is
not always used). For instance, MRef-Based could
calculate a BLEU score (Papineni et al., 2002) be-
tween the output translation ŷ and the gold transla-
tion y∗.

MRef-Based(x, ŷ,y
∗) → R (3)

In contrast, reference-free metrics calculate a score
for ŷ without y∗:

MRef-Free(x, ŷ) → R (4)

Such metrics include the three analyzed in this
work, namely, Prism-src (Thompson and Post,
2020), COMET-QE (Rei et al., 2021), and Quest-
Eval (Scialom et al., 2021).

Because θ(·) and MRef-Free are both functions of
only x and y (equivalently ŷ), MRef-Free itself can
be viewed as a conditional generation model. For
some metrics, such as Prism-src, this is explicitly
stated, whereas others are implicitly making this
assumption. This is not the case for reference-
based metrics since they additionally require y∗ as
input.

Since reference-free metrics are equivalent to
generation models, there must exist some inference
procedure which finds the best output text under
the metric, denoted gMRef-Free(·):

gMRef-Free(x) = argmax
y∈Y

MRef-Free(x,y) (5)

Computing gMRef-Free(·) may be computationally ex-
pensive because MRef-Free may not support effi-
cient inference. However, the inference procedure
does always exist, and will return the best possible
output according to the reference-free metric by
definition.

We explore the implications of using a model to
evaluate other models by analyzing the behavior of
three different reference-free evaluation metrics on
two text generation tasks, MT and summarization.

3In practice, fθ(·) finds the approximate best output, not
the global maximum of θ(·).



3 Analysis Setup

Here, we discuss the datasets and metrics used in
our analysis of reference-free metrics.

Datasets Our MT experiments are run on the
data collected for the WMT’19 metrics shared task
(Ma et al., 2019), which includes reference trans-
lations and human-judged model outputs for 10 to
20 translation systems across 18 language pairs.

The summarization experiments use the Summ-
Eval (Fabbri et al., 2021) and REALSumm (Bhan-
dari et al., 2020) datasets, which consist of refer-
ence summaries and human-judged model outputs
for 16 and 25 summarization models, respectively,
collected from the CNN/DailyMail dataset (Nalla-
pati et al., 2016).

Prism-src Prism-src is a reference-free evalua-
tion translation metric that scores a translated text
according to the log-probability of the translation
conditioned on the original source text under a
learned sequence-to-sequence translation model
(Thompson and Post, 2020). The model is a multi-
lingual MT model, meaning it was trained using
many different language pairs, so the same learned
parameters can be used to score translations in var-
ious languages.

COMET-QE COMET-QE (Rei et al., 2021)
is a modification of the learned reference-based
MT evaluation metric COMET (Rei et al., 2020).
COMET embeds the candidate translation, source
text, and reference translation using a cross-lingual
encoder, creates a pooled featured representation
using the three encodings, and trains the model end-
to-end to predict human judgments of the quality
of the candidate translation. COMET-QE uses the
same architecture to predict a score for the candi-
date translation but only uses the candidate trans-
lation and source text to create the pooled feature
representation, and is therefore reference-free.

QuestEval Scialom et al. (2021) proposed a
reference-free summarization metric called Quest-
Eval which generates QA pairs from both the
source document and generated summary then
scores the summary based on the proportion of
those pairs which are answered correctly in the op-
posite text. The metric optionally includes a step in
which the QA pairs generated from the source docu-
ment are weighted based on a learned query weight-
ing model. The query weighter was trained to pre-
dict the probability that a question is answered in

the CNN/DailyMail reference summaries using a
pre-trained QA model. We use the query weighter
in our experiments since it improved the perfor-
mance of QuestEval in Scialom et al. (2021).

Reference-Based Metrics We analyze the
reference-free metrics with respect to various
reference-based metrics which have been demon-
strated to have strong correlations to human
judgments of translation/summary quality. BLEU
(Papineni et al., 2002) and ROUGE (Lin, 2004)
compare the two texts using n-gram overlap
statistics. BERTScore calculates a quality score
based on how similar the reference and candidate
texts’ BERT (Devlin et al., 2019) embeddings are
(Zhang et al., 2020). QAEval is a QA-based metric
for summarization, which generates wh-questions
from the reference summary and calculates a score
for the candidate summary based on the proportion
of questions answered correctly (Deutsch et al.,
2021a). Finally BLEURT is a learned MT metric
which predicts a translation quality score using
encoded BERT representations of the reference
and candidate translations (Sellam et al., 2020).

Implementation details can be found in Ap-
pendix A.

4 Metric Optimization

Since reference-free metrics are equivalent to mod-
els, then it is possible to define inference proce-
dures which produce the best-possible outputs ac-
cording to the metrics. Here, we discuss three such
(approximate) inference procedures. Importantly,
they can all be run at test time because they do not
rely on a reference text.

4.1 Direct Optimization

If a reference-free metric scores a candidate output
in a way that an efficient approximate inference
procedure can be defined, then finding the best
possible output under the metric is straightforward.

Among the metrics analyzed in this paper, only
Prism-src falls into this category. Because Prism-
src assigns a score to a translation equal to its av-
erage log-probability under a learned sequence-to-
sequence MT model, the approximate best trans-
lation under Prism-src can be found by running
beam search with the MT model conditioned on
the source text.



4.2 Greedy Optimization for Extractive
Summarization

Summarization models are generally categorized
as being either extractive or abstractive. Extractive
systems create a summary by selecting k salient
document sentences, whereas abstractive systems
typically autoregressively generate a summary with
a sequence-to-sequence model.

The best possible extractive summary according
to a reference-free metric can be found by enu-
merating all possible summaries of k sentences,
scoring them with the metric, and selecting the
summary with the highest score. Since the number
of k sentence summaries may be large, this may be
computationally expensive. However, an approxi-
mate inference procedure can be used instead.

Rather than enumerate all possible extractive
summaries, the approximate inference algorithm
constructs a summary by greedily selecting one
sentence that increases the score of the metric the
most (Lin and Bilmes, 2011). This is repeated until
a target summary length of k sentences is reached,
resulting in an approximation of the best possible
summary under the reference-free metric.

A near-identical procedure is commonly used
for creating sentence-level labels for training ex-
tractive summarization models, except a reference-
based evaluation metric, such as ROUGE, is typ-
ically used for scoring the sentences instead of a
reference-free metric (Nallapati et al., 2017). The
key difference is that the output summary from the
reference-based procedure is used to train a model
which later predicts k salient sentences during infer-
ence, whereas the reference-free procedure can be
directly used during inference (i.e., without train-
ing) to pick the approximately best summary under
the reference-free metric.

4.3 Reranking

Exact inference for any reference-free metric can
be performed by enumerating all possible outputs,
calculating the score of each one, and selecting
the output with the highest score. However, it is
almost certainly true that this is computationally
intractable for any practical application of text gen-
eration due to the size of the output space.

To that end, we propose to use reranking (Shen
et al., 2004; Och et al., 2004) as an approximate
inference procedure in which a pre-trained model
for the task at hand is used to restrict the search
space to a small set of high-quality candidate out-

puts. These outputs are then scored and reranked
using the reference-free metric to identify an ap-
proximately best output under the metric.

In practice, we identify a set of k high-quality
outputs using standard beam search with pre-
trained sequence-to-sequence summarization and
MT models and a beam size of k. The top-k partial
outputs sorted by their log-likelihood under the pre-
trained models are kept at each step of beam search.
The final outputs are then reranked by a reference-
free metric. For summarization, we use BART
(Lewis et al., 2020) trained on the CNN/DailyMail
dataset. For MT, we use Facebook’s submission
to the WMT’19 translation shared task (Ng et al.,
2019). The model is available for en→de, de→en,
en→ru, and ru→en.

5 Analysis

5.1 Approximate Inference Effectiveness

Although inference methods for the reference-free
metrics can be defined, it is possible that they fail
to find high-scoring outputs due to the complexity
of the search problem. However in this analysis,
we show that the simple approximate inference
procedures defined in §4 are effective at optimizing
the metrics’ scores.

We compared the outputs obtained by the infer-
ence algorithms to those from systems included
in the WMT’19, SummEval, and REALSumm
datasets. Fig. 2 evaluates using the direct optimiza-
tion procedure (§4.1) to select the best Prism-src
output, Fig. 3 shows the results of using rerank-
ing (§4.3) to pick the best outputs according to
COMET-QE, and Fig. 4 contains the results of us-
ing the greedy extractive procedure (§4.2) to op-
timize QuestEval. The Figures also include the
systems’ scores under the reference-based metrics
BLEURT for MT and ROUGE for summarization.
Other combinations of reference-based metrics and
inference algorithms can be found in Appendix B.

In all MT language pairs and both summariza-
tion datasets, the inference algorithms produce the
highest scoring outputs under the reference-free
metrics, often by a large margin. For example,
reranking translations according to their COMET-
QE scores on de→en results in a relative 38% im-
provement in COMET-QE over the WMT’19 sub-
mission with the best COMET-QE score (0.347 →
0.478). Clearly, the simple inference procedures
can be used to find very high scoring outputs under
the reference-free metrics even if the metric does
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Figure 2: Each line in these plots corresponds to one system evaluated under two different metrics on either y-axis.
This illustrates the change in system ranking between the two metrics. We see that directly optimizing Prism-src
(blue line; §4.1) yields the highest Prism-src performance (right y-axis) but only an average system as evaluated by
BLEURT (left y-axis). The reference translation (red “x”) has a lower Prism-src score compared to many systems
across all language pairs, demonstrating Prism-src’s biases toward learned model output and against human-written
translations.

-0.0
0.1
0.2
0.3

BL
EU

RT

de-en

-0.3
-0.1
0.1
0.3

ru-en

-0.3
-0.2
-0.0
0.2

BL
EU

RT

en-de

-0.4
-0.1
0.1
0.3

en-ru
0.2
0.3
0.4
0.5

0.2
0.2
0.3
0.4

CO
M

ET
-Q

E

0.0
0.2
0.4
0.5

0.2
0.3
0.5
0.6

CO
M

ET
-Q

E

COMET-QE as a Model
WMT'19 Submission

Reference Translation

Figure 3: Reranking the output of a pre-trained model
results in COMET-src scores which are far higher than
the reference translations’ scores (red “x”), demonstrat-
ing that a better COMET-src value means the translation
is more similar to the metric’s underlying model instead
of human-written text.

not directly support efficient inference.

Despite the improvements in reference-free
scores, it does not appear as if these outputs are
as high-quality as the reference-free metric scores
would indicate. Ideally, the outputs would be
rated by humans to establish a ground-truth quality
score, but a fair comparison to the other systems’
outputs included in the datasets would require re-
judging their translations or summaries, which is
prohibitively expensive. Instead, we use reference-
based metrics as indicators of quality.

When the outputs from our inference algorithms
are compared to other systems using reference-
based metrics (also shown in Figs. 2, 3, and 4), we
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Figure 4: Nearly all models in the SummEval and
REALSumm datasets have better QuestEval scores than
the reference summaries, demonstrating the metrics’
bias toward learned model output over human-written
text.

see that they are often of average quality or worse.
For example, the greedy extractive summaries ob-
tained by optimizing QuestEval on REALSumm
are among the lowest-performing in the dataset
according to ROUGE-2 (Fig. 4). Thus, directly op-
timizing the reference-free metrics does not always
yield a high-quality system, at least according to
reference-based metrics (examples shown in Fig 1).

5.2 Undesirable Metric Biases

Ideally, evaluation metrics should score human-
written text higher than learned model outputs since
it is very likely that the human references are of
higher-quality. However, we see that this does not
always happen with reference-free metrics.

Figs. 2, 3, and 4 additionally contain the scores
of the reference texts under the reference-free met-
rics (marked with a red “x”). In all settings, the



inference algorithms’ outputs score higher than the
references. This is unsurprising because they select
their outputs to optimize the metrics’ values. How-
ever, it demonstrates that as models continually
improve their reference-free scores, they will begin
to converge onto the metrics’ underlying models
and not onto human-quality text. As the research
goal of text generation is to build models which pro-
duce human-like text, the reference-free metrics’
scores do not align with this goal.

Further, the same figures show that it is often the
case that other models in the datasets—which did
not directly optimize the reference-free metrics—
also are scored higher than human text by the
reference-free metrics. This is especially true for
Prism-src and QuestEval, but less so for COMET-
QE. For example, on language pair de-en, only one
system has a lower Prism-src score than the refer-
ence translations (Fig. 2). These metrics appear to
have a bias for outputs from learned models over
human-written text.

We suspect this bias for outputs from learned
models is due to how the internal models used by
Prism-src and QuestEval to score text are trained.
Prism-src scores translations using an MT model
that was trained on standard MT data. Quest-
Eval uses a question-weighting model that pre-
dicts how likely a question is answered in a ref-
erence summary, which was trained on the same
CNN/DailyMail dataset that the summarization
models in the summarization datasets were also
trained on. Thus, these metrics internally use mod-
els which are directly or indirectly trained to per-
form the generation task (MT or summarization).

Generation models which are trained on the
same datasets are known to exhibit similar behavior
and make similar mistakes, and their outputs often
look markedly different from human-written text.
Therefore, we suspect that the signals the inter-
nal MT/question-weighting models have learned to
identify high-quality text are similar to those which
the task-specific models have learned to produce
their output, and thus receive high scores by the
metrics. In contrast, the human-written text likely
does not rely on these signals, and is thus perceived
as low-quality by the metrics.

This bias toward learned model outputs is poten-
tially less severe for COMET-QE because unlike
Prism-src and QuestEval, it is specifically trained to
predict translation quality using manually collected
human judgments. Those human judgments also

contain evaluations of human-written translations,
so it is better at distinguishing human-versus-model
output (Freitag et al., 2021). Thus, the signals it
learns to identify high-quality text are likely differ-
ent than what is learned by the translation models
in the WMT’19 dataset.

In summary, the metrics’ biases toward their
own outputs (or other learned model outputs) and
against human texts demonstrates they reward out-
puts which look more like their own instead of
human-quality text, an undesirable property of an
evaluation metric.

5.3 Reference-Free Metrics as
Pseudo-References

Thus far, we have argued that the underlying model
of a reference-free metric is the theoretical best
model according to the metric. It would intuitively
follow that the more similar another model is to
the metric’s underlying model, the higher metric
score that model would receive. To that end, in
this analysis we demonstrate that scoring a system
with a reference-free metric is roughly equivalent
to evaluating that system’s outputs against the met-
ric’s best possible output using a reference-based
metric. This further demonstrates the limitations
of reference-free metrics, including their biases
toward their own underlying models’ outputs.

A pseudo-reference is a piece of text which
is used in place of a human-written reference to
evaluate some candidate text with a reference-
based metric (Louis and Nenkova, 2013; Gao et al.,
2020). For the reference-free metrics, we define
the pseudo-reference to be the output from the in-
ference procedures defined in §4 (i.e., those evalu-
ated in §5.1). For example, the QuestEval pseudo-
reference is the extractive summary which was se-
lected to greedily maximize the QuestEval score.

Once the pseudo-references have been defined,
they can be used in conjunction with any reference-
based metric, such as BLEURT or QAEval, to eval-
uate other translations or summaries. To quan-
tify the similarity between evaluating a system
with a pseudo-reference and a reference-free met-
ric, we calculated the Pearson correlation between
the system-level scores between the two methods.
These correlations are show in Figs. 5, 6, and 7.

For MT, we find that the BERTScore of a trans-
lation that uses pseudo-references instead of the
human-written reference has an average Pearson
correlation of 0.95 and 0.92 to the Prism-src (Fig. 5)
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and COMET-QE scores (Fig. 6), respectively. The
summarization correlations for QuestEval to QA-
Eval using a pseudo-reference (Fig. 7) are also
rather strong at 0.88 on average. The correlations
using other reference-based metrics are slightly
weaker on average due to low values on specific
datasets or language pairs (see Appendix B), but
there are many instances in which the correlations
are ≥ 0.9.

Overall, these correlations are very strong, sug-
gesting that the reference-free metrics are roughly
equivalent to using pseudo-references to evaluate
other models. Once the metrics are viewed this way,
their limitations become clear. The metrics’ out-
puts are the gold-standard against which all other
outputs should be evaluated. Thus, the metrics fa-
vor their own outputs (the pseudo-references) and
other outputs which are more similar (where simi-
larity is measured using reference-based metrics).
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Figure 7: Calculating a system’s QAEval score against
the psuedo-reference chosen to maximize its QuestEval
score is strongly correlated with that same systems’
QuestEval score on SummEval and REALSumm.

Further, their ability to evaluate other models is
inherently limited by the qualities of their pseudo-
references. If a system outputs a translation or a
summary which is higher-quality than the pseudo-
reference, it will be incorrectly penalized because it
is different than the pseudo-reference even though
those differences are actually improvements. Thus,
the metrics’ scores of systems which are better in
quality than their own underlying models will be
misleading.

6 Discussion

6.1 Reference-Free Evaluation

Due to the limitations of reference-free metrics that
we demonstrated in previous Sections, we argue
that reference-free metrics should not be used to
measure progress on a task, for instance, by con-
cluding that an MT or summarization model is bet-
ter than another because it has a higher reference-
free metric score. If they are used this way, the



model which will achieve the best performance is
already known (the metric’s underlying model; §2),
and simple inference procedures are effective at
using those models to generate high-scoring out-
puts (§4, §5.1). Improving the metric’s score is no
longer about creating better models on the train-
ing data for the task; rather, it is about coming up
with better procedures to optimize the metric dur-
ing inference. In the end, the quality of the system
which is produced by this evaluation methodology
is limited by the quality of the metric itself.

When references are not available, we recom-
mend investing resources into collecting human-
written references that can be used for evaluation
purposes instead of pursuing reference-free metrics.
Although individual reference-based metrics have
their own flaws (Graham, 2015; Bhandari et al.,
2020; Deutsch et al., 2021b), the class of reference-
based metrics still ultimately encourages systems
to generate text which is similar to humans, which
is the goal of text generation research as it is cur-
rently defined.

6.2 What about Inherently Reference-Free
Evaluations?

Although we argue that measuring system quality
with reference-free metrics is flawed and mislead-
ing, abandoning reference-free evaluations com-
pletely is not an option and one which we do not
advocate for. There are many aspects of generated
text that inherently do not rely on the presence of a
reference to be evaluated, such as the fluency of a
translation or how faithful a summary is to its input
document. There is no obvious benefit of including
a reference text in these evaluations. As such, they
suffer from the same issues as the metrics analyzed
in this work, yet the motivation for being able to
automatically evaluate these aspects of text is clear.

In these scenarios, we recommend using
reference-free metrics as diagnostic tools for bet-
ter understanding the behavior of models instead
of a method for measuring progress on a task. For
instance, the perplexity of a summary under a large-
scale language model is a useful statistic to re-
port in order to approximate its fluency, but the
value should only be interpreted as exactly what it
measures—how likely the observed text is under
the language model—with the understanding that
the measure is inherently biased towards the under-
lying language model. The perplexity should not
be used to drive research on how to generate more

fluent summaries because the most fluent summa-
rization model is the language model itself.

This recommendation applies not only to met-
rics which measure inherently reference-free as-
pects of text, but also to the metrics that evaluate
aspects which we argue should use references, such
as those analyzed in this work. They are certainly
useful statistics to report, but improving their val-
ues as much as possible should not be the goal.

7 Related Work

Various other reference-free metrics have been pro-
posed for MT (Fonseca et al., 2019; Rei et al.,
2021), summarization (Louis and Nenkova, 2013;
Scialom et al., 2019; Xenouleas et al., 2019; Vasi-
lyev et al., 2020; Scialom et al., 2021), dialog
generation (Mehri and Eskenazi, 2020; Honovich
et al., 2021), image captioning (Hessel et al., 2021),
and simplification (Martin et al., 2018; Kriz et al.,
2020).

Reference-free metrics for MT were evaluated
and compared to reference-based metrics in the
WMT’21 metrics shared task (Freitag et al., 2021).
In some evaluation settings, reference-free met-
rics perform better than reference-based metrics.
Durmus et al. (2022) demonstrate that reference-
free metrics evaluate text using undesirable, spuri-
ous correlations and propose methods for avoiding
learning from those signals.

While many of the work which propose
reference-free metrics do not explicitly state that
they are trying to replace reference-based metrics,
we worry that this goal is implied and that the
limitations of their metrics are not stated clearly
enough. For example, simply by arguing that their
reference-free metrics have stronger correlations to
human judgments than their reference-based coun-
terparts, an uninformed reader may conclude that
the two types of metrics are interchangeable and
use a reference-free metric instead of a reference-
based metric without fully understanding the conse-
quences. We recommend authors be explicit about
the limitations of reference-free metrics and say, for
example, they can be used to complement existing
reference-based evaluations rather than a replace-
ment (Louis and Nenkova, 2013).

One such application of reference-free metrics
which fits our recommendations for how they
should be used is the WMT shared task on quality
estimation (QE; Specia et al., 2020, 2021). QE
metrics are used to flag translations which might



require post-editing or to identify “catastrophic er-
rors” in translations, for instance hateful or violent
text that was hallucinated by the model, without
the aid of a reference. The intended purpose of QE
metrics is not to rank and compare MT systems.
We argue that the “rebranding” of QE metrics as
reference-free metrics by some authors contributes
to the notion that they can and should be used the
same way that reference-based metrics are and that
they are inherently better because they do not re-
quire a reference. We recommend that future pro-
posals of methods for evaluating text without ref-
erences are called QE metrics instead of reference-
free metrics to make the distinction more clear.

In previous work, Prism-src was further explored
by Agrawal et al. (2021), who experimented with
its model capacity, scoring methods, and more.
They perform an analysis using pseudo-references
similar to ours in §5.3. In their experiment, they
show that the cross-BLEU score calculated be-
tween Prism-src’s pseudo-reference and the system
output does not appear to be correlated to Prism-
src’s system ranking relative to human-based sys-
tem ranking. That is, a higher cross-BLEU score
does not necessarily result in Prism-src ranking a
system higher than it should. They conclude that
their analysis does not show evidence that Prism-
src is biased toward outputs which are more sim-
ilar to its own, which seemingly contradicts our
own experiments and results in §5.3. However,
we argue that the high correlations between a sys-
tem’s Prism-src score and its similarity to the met-
ric’s pseudo-reference (measured by reference-free
metrics) does demonstrate such a bias exists, but
Agrawal et al. (2021) did not find evidence this bias
negatively impacted the rankings of the systems.

Our experiments in §4.3 leverage reranking to
optimize reference-free metrics’ scores. Rerank-
ing in machine translation has a long history (Shen
et al., 2004; Och et al., 2004) and has been done
with reference-free metrics, for instance in concur-
rent work by Fern et al. (2022). The aim of our
experiment was not to propose a novel technique,
but rather to point out that reference-free metrics
can be optimized in this way, and doing so may
be potentially detrimental. Reference-based met-
rics can also be used for reranking, for example,
by using Minimum Bayes Risk (MBR) decoding
(Kumar and Byrne, 2004; Freitag et al., 2022; Fern
et al., 2022), which can bias the output toward a
particular metric. While techniques like MBR ap-

proximate the reference-based reward function, if
a system is evaluated with a reference-free met-
ric, the exact reference-free reward function can be
directly optimized during inference.

8 Conclusion

In this work, we have argued that reference-free
metrics are inherently limited in their ability to eval-
uate generated text. Because they are equivalent to
generation models, they can be directly optimized
at test time, they are biased toward their own mod-
els’ outputs and outputs from similar models, and
they can be biased against higher-quality text, such
as human-written references. Therefore, we rec-
ommend against using reference-free metrics as
measures of progress on tasks and instead advocate
for them to be used as useful statistics to calculate
in order to better understand model behavior.
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Limitations

Our work argues that reference-free metrics are
theoretically biased toward models which are sim-
ilar to the metrics’ underlying models and biased
against human-written output, and we show experi-
mental evidence to support this argument. While
our argument applies to the class of reference-free
metrics regardless of the task, our experiments
use only one translation and two summarization
datasets, so the extent to which this problem can
be experimentally demonstrated on other tasks is
not known. However, we suspect it is possible.

Then, although we point out the limitations and
biases of reference-free metrics, we do not provide
a clear alternative for how to automatically evaluate
inherently reference free aspects of text that would
not have these problems. It is not clear if this is
possible or how to proceed.

Our analysis in §5.1 uses reference-based met-
rics as surrogates for human judgments to deter-
mine system output quality. Ideally we would use
humans to determine the true quality of the outputs
from our inference algorithms, but that is out of the
scope for this paper.
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ments did not require training models and are lim-
ited to using metrics to score model outputs, they
were relatively inexpensive; most experiments com-
pleted in several hours.

The ROUGE and BLEU implementations are
from SacreROUGE (Deutsch and Roth, 2020) and
SacreBLEU (Post, 2018), respectively. We also
used SacreROUGE for QAEval. For BLEURT, we
use the BLEURT-base-128 version. BERTScore
uses the embeddings from RoBERTa-Large for En-
glish and the default contextual embeddings for
the non-English languages. (Liu et al., 2019). For
QuestEval, we used version v0.1.1 of the corre-
sponding library4 based on the authors’ recom-
mendation in their documentation. The Prism-src
and COMET-QE implementations were based on
the authors’ original code. All of the metrics im-
plementations can be found in the Repro library
(Deutsch and Roth, 2022).

B Additional Results

This Section contains additional results to supple-
ment the main body of the paper.

Table 1 contains the Figure numbers for addi-
tional combinations of reference-free metrics, in-
ference algorithms, and reference-based metrics
to what was presented in §5.1. In every setup,
the inference procedure generated outputs which
performed the best compared to all of the other
available systems in the datasets.

Table 2 contains the correlations calculated be-
tween the systems’ Prism-src scores and their
reference-based scores in which the pseudo-
reference is determined by running an inference
algorithm on Prism-src. This experiment was ex-
plained in §5.3. Tables 3 and 4 contain the same
results but for COMET-QE and QuestEval.

4https://github.com/ThomasScialom/
QuestEval

https://github.com/ThomasScialom/QuestEval
https://github.com/ThomasScialom/QuestEval


Reference-Free Metric Optimization Method Reference-Based Metric Figure

Prism-src Direct Optimization (§4.1) BLEURT Fig. 8
Prism-src Direct Optimization (§4.1) BLEU Fig. 9
Prism-src Direct Optimization (§4.1) BERTScore Fig. 10
Prism-src Reranking (§4.3) BLEURT Fig. 11
Prism-src Reranking (§4.3) BLEU Fig. 12
Prism-src Reranking (§4.3) BERTScore Fig. 13
COMET-QE Reranking (§4.3) BLEURT Fig. 3
COMET-QE Reranking (§4.3) BLEU Fig. 14
COMET-QE Reranking (§4.3) BERTScore Fig. 15
QuestEval Greedy Extractive (§4.2) ROUGE Fig. 4
QuestEval Greedy Extractive (§4.2) BERTScore Fig. 16
QuestEval Greedy Extractive (§4.2) QAEval Fig. 17
QuestEval Reranking (§4.3) ROUGE Fig. 18
QuestEval Reranking (§4.3) BERTScore Fig. 19
QuestEval Reranking (§4.3) QAEval Fig. 20

Table 1: The Figure on each row corresponds to using the optimization method (§4) to generate an output with the
highest reference-free metric score, which is then evaluated with the reference-free and reference-based metric. In
each Figure, the systems’ reference-based scores are on the left y-axis, the reference-free score on the right y-axis,
the outputs which were generated by running inference on the reference-free metric in blue, and the reference text’s
reference-free metric score in the red “x.”

Metric de-cs de-en de-fr en-cs en-de en-fi en-kk en-lt en-ru en-zh fi-en fr-de kk-en lt-en ru-en zh-en Avg.

Direct Optimization (§4.1)
BLEURT 0.99 0.97 0.69 0.92 0.99 0.98 0.99 0.93 0.61 0.73 0.99 0.16 0.98 0.99 0.84 0.99 0.86
BLEU 0.95 0.92 0.62 0.94 0.96 0.93 0.96 0.91 0.77 0.55 0.98 0.47 0.86 0.97 0.82 0.98 0.85
BERTScore 0.98 1.00 0.90 1.00 0.99 1.00 0.99 0.99 0.80 0.87 0.99 0.82 1.00 0.97 0.95 0.99 0.95

Reranking (§4.3)
BLEURT - 0.92 - - 0.94 - - - 0.66 - - - - - 0.85 - 0.84
BLEU - 0.83 - - 0.89 - - - 0.82 - - - - - 0.80 - 0.83
BERTScore - 0.95 - - 0.97 - - - 0.83 - - - - - 0.95 - 0.92

Table 2: The correlation between (1) the Prism-src score for the systems submitted to WMT’19 and (2) the same
systems’ reference-based metric (left column) score calculated against the pseudo-reference for Prism-src that was
generated using the direct optimization inference algorithm (top) or reranking (bottom).

Metric de-en en-de en-ru ru-en Avg.

BLEURT 0.98 0.96 0.61 0.76 0.83
BLEU 0.91 0.95 0.86 0.80 0.88
BERTScore 0.99 0.97 0.84 0.87 0.92

Table 3: The correlation between (1) the COMET-QE
score for the systems submitted to WMT’19 and (2)
the same systems’ reference-based metric (left column)
score calculated using the pseudo-reference for COMET-
QE that was generated using the reranking inference
algorithm.

Metric SummEval REALSumm Avg.

Greedy Extractive (§4.2)
ROUGE-2 0.85 0.83 0.84
BERTScore 0.62 0.85 0.74
QAEval 0.86 0.89 0.88

Reranking (§4.3)
ROUGE-2 0.77 0.77 0.77
BERTScore 0.19 0.78 0.49
QAEval 0.87 0.85 0.86

Table 4: The correlation between (1) the QuestEval
score for the systems included in the REALSumm and
SummEval datasets and (2) the same systems’ reference-
based metric (left column) score calculated against the
pseudo-reference for QuestEval that was generated us-
ing the greedy extractive summarization inference algo-
rithm (top) or reranking (bottom).
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Figure 8: See Table 1 for a description of this Figure.
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Figure 9: See Table 1 for a description of this Figure.
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Figure 10: See Table 1 for a description of this Figure.
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Figure 11: See Table 1 for a description of this Figure.
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Figure 12: See Table 1 for a description of this Figure.
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Figure 13: See Table 1 for a description of this Figure.
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Figure 14: See Table 1 for a description of this Figure.
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Figure 15: See Table 1 for a description of this Figure.
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Figure 16: See Table 1 for a description of this Figure.
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Figure 17: See Table 1 for a description of this Figure.
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Figure 18: See Table 1 for a description of this Figure.
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Figure 19: See Table 1 for a description of this Figure.
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Figure 20: See Table 1 for a description of this Figure.


