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Abstract

The BabyLM Challenge aims at pre-training
a language model on a small-scale dataset of
inputs intended for children. In this work, we
adapted the architecture and masking policy
of BabyBERTa (Huebner et al., 2021) to solve
the strict-small track of the BabyLM challenge.
Our model, Penn & BGU BabyBERTa+, was
pre-trained and evaluated on the three bench-
marks of the BabyLM Challenge. Experimen-
tal results indicate that our model achieves
higher or comparable performance in predict-
ing 17 grammatical phenomena, compared to
the RoBERTa baseline. 1

1 Introduction
With the emergence of deep-learning techniques
(Liu et al., 2019; Vaswani et al., 2017), large
language models pre-trained on massive datasets
containing billions or trillions of words have
achieved remarkable performance across various
downstream tasks. However, the BabyLM chal-
lenge (Warstadt et al., 2023) highlights the impor-
tance of investigating the impact of small-scale
pretraining and cognitive modeling. BabyBERTa
(Huebner et al., 2021), a variant of the RoBERTa ar-
chitecture in a smaller size, demonstrated superior
performance and data efficiency in learning gram-
mar phenomena with child-directed inputs com-
pared to RoBERTa-base (Liu et al., 2019). Inspired
by this work, we propose a model named Penn &
BGU BabyBERTa+2 (encoder-only), which shares
the architecture and pretraining policies, for the
BabyLM challenge with BabyBERTa. In this work,
we consider the strict-small challenge which con-
tains approximately 10M words for small-scale
pretraining. We provide the details of our Baby-

1Our Dynabench submission ID is 1372. The link to access
the model is https://huggingface.co/yangy96/BabyLM_
strict_small_Penn-BGU-BabyBERTa/tree/main.

2In our paper, we use Penn & BGU BabyBERTa+ and
BabyBERTa+ interchangeably.

BERTa+ in Section 2 and show the result of the
BabyLM challenge in Section 3.

2 Methodology
In this section, we provide the descriptions of our
BabyBERTa+ model including the architectures,
tokenizers, training objectives and so on. As shown
in Table 1, our model is much smaller compared
to RoBERTa-base in terms of depth and width but
uses a different masking policy3. The pre-training
hyperparameters are the same as in the RoBERTa
baseline as used in Warstadt et al. (2023) if not
specified in Table 1 and the architecture choices
are based on (Huebner et al., 2021). The model
is pre-trained on the dataset (∼ 10M words) pro-
vided in the strict-small track of the challenge.
In other words, BabyBERTa+ differs from Baby-
BERTa (Huebner et al., 2021) by its vocabulary
size and training corpus.

RoBERTa-base BabyBERTa+
layers 12 8

attention heads 12 8
hidden size 768 256

intermediate size 3072 1024
vocabulary size 50265 30000

epochs 20 100

Table 1: Comparison of RoBERTa and BabyBERTa+ in
terms of their architectures.
2.1 Tokenizer
Following previous work (Liu et al., 2019; Huebner
et al., 2021), our model utilizes Byte-Pair Encoding
to create a vocabulary containing both words and
subwords. We create a tokenizer with a vocabulary
size of 30,000 and train it on the strict-small dataset.

2.2 Unmasking Removal Policy
To train the masked language model, the standard
RoBERTa masking strategy replaces 80% of the
corrupted tokens with the "<mask>" token, while
10% of the tokens are replaced with random tokens,
and the remaining 10% are left unchanged. The

3Our implementation of the model is based on the Hug-
gingface transformer library (Wolf et al., 2020).

https://huggingface.co/yangy96/BabyLM_strict_small_Penn-BGU-BabyBERTa/tree/main
https://huggingface.co/yangy96/BabyLM_strict_small_Penn-BGU-BabyBERTa/tree/main


Acc. Ana Agr. Agr. Str Binding C/R D-N Agr. Ellipsis Filler-Gap Irregular Isl. Eff
R 81.5 67.1 67.3 67.9 90.8 76.4 63.5 87.4 39.9

B+ 83.6 68.2 66.9 65.9 92.4 82.5 65.8 92.1 39.7
NPI Quan. S-V Agr. Hypernym QA (easy) QA (tricky) Subj.-Aux. Turn Taking

R 55.9 70.5 65.4 49.4 31.3 32.1 71.7 53.2
B+ 68.8 75.9 68.1 50.2 71.9 40.6 87.6 67.5

Table 2: Zeroshot performance of RoBERTa (R) and BabyBERTa+ (B+) on the BLiMP benchmark. The perfor-
mances were reported in terms of accuracy.

Acc. CoLA SST-2 MRPC QQP MNLI MNLI-mm QNLI RTE BoolQ MultiRC WSC
R 70.8 87 79.2 73.7 73.2 74 77 61.6 66.3 61.4 61.4

B+ 69.48 86.42 82 81.08 70.39 71.18 69.29 51.52 61.69 60.02 61.45
Table 3: Comparison of RoBERTa (R) and BabyBERTa+ (B+) on the SuperGLUE benchmark. The performances
were reported in terms of accuracy, except for MRPC and QQP, where the F1 score was used instead.

Acc. CR_C LC_C MV_C RP_C SC_C CR_LC CR_RTP MV_LC MV_RTP SC_LC SC_RP
R 84.1 100 99.4 93.5 96.4 67.7 68.6 66.7 68.6 84.2 65.7

B+ 85.6 100.0 98.7 96.2 87.3 66.3 66.7 66.6 66.9 67.4 64.2
Table 4: Comparison of RoBERTa (R) and BabyBERTa+ (B+) on the MSGS benchmark. The performances were
reported in terms of accuracy.

unmasking removal policy proposed in Huebner
et al. (2021) takes a different approach by removing
the prediction for unchanged tokens. In this case,
90% of the corrupted tokens are masked with the
"<mask>", and the remaining are replaced with
random tokens. We utilize the same masking policy
when pre-training BabyBERTa+.

3 BabyBERTa+ on downstream tasks of
BabyLM challenge

In this section, we evaluate our pre-trained models
on the tasks in BabyLM challenges of the strict-
small tracks. There are three different evaluation
benchmarks: BLiMP test suites (Warstadt et al.,
2020a), SuperGLUE (Wang et al., 2019) and Mixed
Signals Generalization Set (MSGS) (Warstadt et al.,
2020b). The BLiMP test suite evaluates the ability
of language models to handle grammar. MSGS is a
syntactic dataset to test the inductive bias for down-
stream tasks. SuperGLUE is a standard benchmark
to evaluate the capabilities of the pre-trained lan-
guage models on natural language understanding
downstream tasks. We presented the detailed per-
formance of predicting grammatical phenomena
in Table 2 and downstream tasks in Table 3 and 4.
We use the default hyperparameters as defined in
(Warstadt et al., 2023) to fine-tune our system on
BabyLM challenges. Our model gets 6% improve-
ment on BLiMP test suite compared to the baseline
RoBERTa (69.86% vs 63.02%). The average score
on all SuperGLUE tasks in Table 3 is 69.50% while
the performance of the baseline model is 71.42%.
The average score on MSGS is 78.72% while the
RoBERTa-base’s score is 81.35%.4

4The RoBERTa’s results are provided in the BabyLM chal-
lenge.

Figure 1: Average accuracy of BabyBERTa+ on three
tasks versus the number of pre-training epochs.

We additionally plot the average accuracy on
grammaticality tests and downstream tasks versus
the number of pre-training epochs in Figure 1. We
observe that when continually pre-training with
more epochs, both grammatical phenomena pre-
diction and SuperGLUE downstream task perfor-
mance improve.

4 Conclusion

In this study, we propose a model named Baby-
BERTa+ by adapting BabyBERTa (Huebner et al.,
2021) for the BabyLM challenge (Warstadt et al.,
2023) on strict-small tasks and demonstrate the
effectiveness of pre-training a smaller model in
learning grammatical phenomena compared to
RoBERTa (Liu et al., 2019) and other baselines.
However, while our model exhibits promising re-
sults in learning grammatical features, its perfor-
mance on downstream tasks remains lower than
larger models like RoBERTa. In the future, we aim
to explore the impact of the various pre-training fac-
tors when pre-training the small model on a limited
size of child-directed data corpora and enhance the
small model’s performance on downstream tasks.
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