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Abstract

We present an unsupervised learning
method for disambiguating verbs that be-
long to more than one Levin verb class
(1993) when occurring in a particular syn-
tactic frame. We used examples that con-
tain unambiguous verbs in each verb class
as the training data for ambiguous verbs in
that class. A Naive Bayesian classifier was
employed for the disambiguation task us-
ing context words as features. Our experi-
ments suggest that our unsupervised learn-
ing method does not match the supervised
one in disambiguating Levin verbs, but it
consistently outperforms the random base-
line model.

1 Introduction

Much research in lexical acquisition has concen-
trated on verb classification (Schulte im Walde,
2000; McCarthy, 2000; Merlo and Stevenson,
2001). Levin (1993) argues that verbs that ex-
hibit the same diathesis alternation - alternations
in the realization of their argument structure - can
be assumed to share certain semantic components
and to form a semantically coherent class. Lately,
there have been several efforts that aim to disam-
biguate verbs that belong to more than one Levin
class when occurring in a certain subcategoriza-
tion frame. More precisely, given a verb in a
frame, the task is to assign it to one of its possi-
ble Levin classes. For example, consider the verb
call in the following two sentences:

(1) He called me a fool.

(2) He called me a taxi.

The verbcall is ambiguous between the class
of DUB and GET when occurring in the double
object frame. We therefore need to automatically
identify call as a DUB verb in sentence (1) and a
GET verb in sentence (2).

Word sense disambiguation is usually cast as a
problem in supervised learning, where a verb class
disambiguator is induced from a corpus of manu-
ally sense-tagged texts. The context within which
the ambiguous word occurs is typically repre-
sented by a set of linguistically-motivated features
from which a learning algorithm induces a repre-
sentative model that performs the disambiguation
task. One classifier that has been extensively used
is the Naive Bayesian classifier. A Naive Bayesian
classifier assumes that all the feature variables rep-
resenting a problem are conditionally independent
given the value of the classification variable. In the
task of verb class disambiguation described above,
the features(a1, a2, ..., an) represent the context
surrounding the ambiguous verbs and the proba-
bility of a verb v belonging to to a classc when
occurring in a framef given its context can be ex-
pressed as

P (c, f, v|ai) ≈ P (c, f, v)
n∏

i=1

P (ai|c, f, v) (1)

Equation (1) has two components: the prior
probability P (c, f, v) and the posterior probabil-
ity

∏n
i=1 P (ai|c, f, v). Lapata and Brew (2004)

develops an informative prior to estimate a distri-
bution over Levin verb classes for a given verb in
a given frame. Its prior model is able to generate
class preference for an ambiguous verb. Consider
the verbcall again. It is ambiguous between the
class of DUB and GET. The model predicts DUB
to be the predominant class. The model’s outcome



is considered correct given that corpus tokens also
reveal a preference for the class DUB. To com-
pute the posterior probability, it uses contextual
features (e.g. word collocation) extracted from
a manually sense-tagged corpus. Its experiments
suggest that the informative prior helps achieve
better verb class disambiguation.

In this paper, we focus on only the derivation of
the posterior probability. We propose a method for
disambiguating Levin verbs without relying on a
manually sense-tagged corpus for training the dis-
ambiguator.

2 Experiment

2.1 Motivation

As noted above, Levin (1993) has classified verbs
according to their syntactic behavior. Verbs that
show similar diathesis alternation are assumed to
share certain semantic components and to form a
coherent semantic class. On the other hand, many
scholars have shown that it is possible to automat-
ically identify words that are semantically similar
to a given word based on the context words (Rohde
et al., 2004) or the syntactic collocation patterns of
the words (Lin, 1998). The underlying assumption
of this approach is that words that share more con-
text words tend to be semantically closer to each
other than words that share fewer context words.
Faced with these two different approaches to iden-
tifying semantically similar words, we attempt to
address the following two questions in this study:

1. Are the semantic components shared by
verbs in a Levin class semantically correlated
with their contexts words? In other words, do
verbs belonging to the same Levin class also
tend to share their context words in addition
to their syntactic behavior?

2. Can we use the context words of unambigu-
ous verbs in each Levin class to disambiguate
ambiguous verbs in that class?

Rohde et al. (2004) provides a method for
calculating semantic distance between two words
based on their context words. Its experiments in-
dicate that verbs belonging to the same Levin class
tend to cluster together, even though not as tightly
as nouns, suggesting that verbs within the same
Levin class do tend to share their context words,
at least to certain extent. Based on this result,
we propose a learning method which uses data

class ambiguous verbs unambiguous verbs
anoint, baptize, brand, christen

DUB call, make consecrate, crown, decree, dub
vote name, nickname, pronounce, rule

stamp, style, term
book, buy, cash, catch
charter, choose, earn, fetch

GET call, find gain, gather, hire, keep
leave, vote order, phone, pick, pluck

procure, pull, reach, rent
reserve, save, secure, shoot
slaughter, steal, win

Table 1: DUB and GET class

containing unambiguous verbs as the training data
for verb class disambiguation. Consider the verb
call again, it is ambiguous between the class of
DUB and GET when occurring in the double ob-
ject frame. However, most verbs in these two
classes are not ambiguous, as shown in Table 1.
For an unambiguous verb, we know for sure the
class it belongs to without even examining the sen-
tences in which it occurs. To disambiguatecall in
a double object frame, we used all sentences iden-
tified as a double object frame that contain an un-
ambiguous verb in the class DUB as the training
data for the class DUB and did the same for the
class GET. This offers us an unsupervised learn-
ing method given that we do not need to manually
tag our training data. In this paper, we test our
unsupervised learning method on two frames: the
double object frame and the transitive frame.

2.2 Constructing Training Data

We parsed the whole BNC using the parser de-
scribed in Charniak (2000) and then extracted the
double object frames and transitive frames from
the parser’s output. However, the frames obtained
this way tend to contain a lot of noise. For ex-
ample, Charniak’s parser does not differentiate be-
tween NP arguments and NP adjuncts. The data
for the double object frame is likely to be polluted
by NP adjuncts. For this reason, we, following
Lapata (1999), employed linguistically-motivated
heuristics and corpus-based statistical tests to filter
our false instances of the double object frame and
transitive frame.

2.2.1 Guessing the Double Object Frame

We developed linguistically-motivated heuris-
tics and corpus-based statistical tests to determine
whether syntactic cues derived from the output of
Charniak’s parser are true instances of the double
object frame.



Linguistic Heuristics: We applied the follow-
ing linguistic heuristics to cues of the double ob-
ject frame.

1. Reject if the direct object is a nominative or
reflexive pronoun (e.g.tells [Carol] [she],
ask [the subjects] [ themselves]).

2. Reject if the the head noun in the direct ob-
ject is a temporal or locative NP or the word
“way” (e.g. fed [the boy] [yesterday], feed
[the boy][this way]) 1.

3. Accept if the indirect object is an accusative
or reflexive or indefinite pronoun (e.g.gave
[them] [another chance], made[herself] [a
snack], cook[everyone] [a meal] )

4. Accept if the structure of the direct object
is “MOD+Noun+” (e.g. bought[Mary] [a
beautiful beach house]) 2.

5. Cannot decideif the cue’s surface structure
is “MOD∗NounNoun+” (e.g. offer [a free
bus] [service]). These cases receive further
processing.

6. Reject in all other cases.

Compound Nouns: To deal with thecannot de-
cide case, we employed the process proposed in
Lapata (1999). This detects if a noun sequence
is a compound noun or a sequence that should
be parsed as a pair of noun phrases. Lapata’s
compound noun detection process works as fol-
lows: It only applies to noun sequences of length
2 and 3. They were compared against a compound
dictionary compiled from WordNet (Miller and
William, 1991). Noun sequences that are listed
in the WordNet as compound nouns were rejected
as instances of the double object frame. For se-
quences of length 2 not listed in the WordNet,
we estimated log-likelihood ratio score (G-score)
(Dunning, 1993) to estimate the lexical association
between two nouns. We assumed that two nouns
cannot be double NP arguments if they are lexi-
cally associated. Therefore, cues were rejected as

1The list of temporal NPs includes the days of the week,
the months and seasons of the year, and expressions contain-
ing the wordyear, month, week, day, morning, afternoon,
evening, night, weekend, moment, hour, minute, yesterday,
today, tomorrow, and tonight.

2MOD represents any prenominal modifier including car-
dinal, determiner, adjective or numeral or ordinal, pre-
determiner, possessive pronoun and possessive NP.

instances of the double object frame if they con-
tain two nouns whose G-score has ap-value less
than 0.05. For sequences of length 3 not listed in
WordNet, we first determined the bracketing (ei-
ther [[n1 n2] n3], or [n1 [n2 n3]]) and then com-
puted the G-score between the single noun and the
2-noun sequence. Again cues whose G-score has a
p-value less than 0.05 were rejected as instances of
double object frame. This is exactly what Lapata
(1999) did, with slightly different input.

2.2.2 Guessing the Transitive Frame

We applied several linguistic heuristics to cues
of the transitive frames3.

1. Reject if the verb is followed by a nomina-
tive pronoun (e.g.Japanese suppliers assume
[they]).

2. Reject if the verb is followed by a noun
phrase whose head noun is a temporal or
locative NP (e.g.play [each week]).

3. Reject if the cue’s structure is [V-NP-S] or
[V-NP-INF], or [V-NP-ADJP] and the verb
licenses the frame according to Levin’s clas-
sification. (e.g.told [me] [ that he is leaving],
asked[him] [ to leave], keep[it] [cold]).

4. Accept in all other cases.

2.2.3 Evaluation

The performance of the linguistic heuristics for
identifying the double object frame was evaluated
by randomly selecting 1,000 tokens accepted as
instances of the double object frame and 1,000
tokens rejected as instances of the double object
frame by the heuristics. These selected tokens
were examined by a human judge. The examina-
tion showed that the “Reject” and “Accept” heuris-
tics achieve an accuracy of 93.6% and 91.8% re-
spectively. We further evaluated the compound
noun detection procedure by randomly selecting
500 tokens which the compound detection ac-
cepted as compound nouns. Again, these tokens
were inspected by a human judge. Our examina-
tion showed that 492 tokens are compound nouns,
giving us an accuracy of 98.4% for compound
noun detection. These results are comparable to
what Lapata (1999) reports.

3We included the double object frames rejected by our
heuristics in the previous section, among the inputs to this
stage, since we assume that they are probably transitives.



Again, we evaluated the performance of our
heuristics for guessing transitive frames by ran-
domly selecting 1,000 tokens rejected as the tran-
sitive frame and another 1,000 tokens accepted as
the transitive frame by our heuristics. These se-
lected tokens were examined by a human judge.
The “Reject” and “Accept” heuristics achieve an
accuracy of 91.5% and 89.8% respectively. Again,
these results are comparable to what Lapata (1999)
reports.

The evaluation of our heuristics for guessing the
double object and transitive frame shows that our
heuristics are very accurate in distinguishing cor-
rect cues from incorrect cues. As a result, we are
reasonably confident that the frames generated by
Charniak’s parser are more accurate after being
screened with our linguistic heuristics. However,
the training data obtained this way is still noisy,
which potentially has a negative effect on the per-
formance of our unsupervised learning method.

2.3 Classifier and Feature Space

2.3.1 A Naive Bayesian Classifier

As noted above, we employed a naive Bayesian
classifier for our disambiguation task. Within a
Naive Bayesian approach, the probability of a verb
v belonging to to a classc when occurring in a
framef given its context can be expressed as

P (c, f, v|ai) ≈ P (c, f, v)
n∏

i=1

P (ai|c, f, v) (2)

If we choose the priorP(c, f , v) to be uniform,
(2) can be further simplified to:

P (c, f, v|ai) ≈
n∏

i=1

P (ai|c, f, v) (3)

2.3.2 Feature Space

As common in word sense disambiguation, we
represented the contexts of the ambiguous verbs as
collocations. Collocations are words that are fre-
quently adjacent to the verbs to be disambiguated.
We considered 12 word collocations. For exam-
ple, a collocationL2R4 represents two words to
the left and four words to the right of an ambigu-
ous verb. Collocations are represented as lemmas.

2.4 Results and Discussion

Our test data consists of 1500 example sentences
involving 18 ambiguous verbs and two frames (8

mode average accuracy highest accuracy lowest accuracy
unsupervised 54.0% 62.5%(L0R2) 49.7%(L1R0)
supervised 60.7% 71.8%(L2R4) 47.9%(L1R0)
baseline 44.9%

Table 2: Results for the double object frame

mode average accuracy highest accuracy lowest accuracy
unsupervised 58.2% 65.6%(L0R2) 49.7%(L2R0)
supervised 64.7% 74.9%(L2R4) 54.8%(L1R0)
baseline 43.8%

Table 3: Results for the transitive frame

verbs for the double object frame and 10 verbs for
the transitive frame). The test data was provided
by Mirella Lapata and disambiguated by two hu-
man annotators. We compared the performance of
the following three modes:

• unsupervised learning: the classifier was
trained on the training data that contains
sentences of all unambiguous verbs in each
class as described in the previous section and
tested on the 1500 test examples.

• supervised learning: the classifier was
trained and tested using 10-fold cross-
validation on the 1500 test examples.

• random baseline: we randomly assigned
to each test example a class of all possible
classes the verb to be disambiguated belongs
to when occurring in the given frame, using
a uniform distribution. We did this 100 times
and averaged their results.

The results are summarized in Table 2 and 3.
The average accuracy was obtained by averaging
the accuracy over all 12 collocations. We also re-
port the highest or lowest accuracy for each frame.
For example, using the collocation L0R2 (see Ta-
ble 2) our unsupervised learning achieves the best
performance 62.50% for disambiguating ambigu-
ous verbs in the double object frame. As shown in
Table 2 and 3, our unsupervised learning does not
match the supervised learning in disambiguating
Levin verbs. However, it consistently outperforms
the random baseline model, suggesting that verbs
belonging to the same Levin class do share their
context words. Our unsupervised method could
be used in the absence of a manually sense-tagged
corpus.

To see how our unsupervised learning per-
forms on each individual verb, we compared



verb unsupervised learning random baseline
call 63.5% 50%
cook 55.6% 50%
find 58.8% 50%
leave 32.0% 33.3%
make 70.5% 50%
pass 40.5% 33.3%
save 54.5% 50%
write 56.7% 50%

Table 4: Results for individual verbs in the double
object frame

the accuracy for disambiguating each individ-
ual verb achieved by the unsupervised learning
method against that achieved by a random base-
line model. Again the accuracy for each individual
verb achieved by the unsupervised learning was
obtained by averaging the results over all 12 collo-
cations. The random baseline for each individual
verbs was obtained by dividing 1 over the number
of possible classes the verb to be disambiguated
belongs to when occurring in a particular frame.
For example, the verbcall belongs to two classes
when occurring in the double object frame. The
accuracy achieved by the random baseline model
for call is therefore 50%. Our comparison reveals
that the unsupervised learning method achieves an
accuracy higher than the random baseline model
for 17 verbs out of all the 18 verbs we tested. The
only exception is the verbleavein the double ob-
ject frame. We summarized the results for each in-
dividual verb in the double object transitive frame
in Table 4. As shown in Table 4, our unsupervised
method achieves an accuracy of 32.0% for the verb
leave, which is lower than the random baseline.
However, this result might be explained by the fact
that our two human annotators also had a hard time
disambiguatingleavein the double object frame.
As a matter of fact, the inter-annotator agreement
measured by Kappa coefficient (Cohen, 1960) for
leaveis the lowest among all 8 verbs we tested for
the double object frame.

Overall, our unsupervised learning does a rela-
tively good job disambiguating Levin verbs. How-
ever, there is one problem that this unsupervised
learning cannot deal with. Recall that our un-
supervised learning relies on sentences contain-
ing unambiguous verbs to disambiguate ambigu-
ous verbs. There are some cases where we can-
not find in our training data any sentences con-
taining any unambiguous verb belonging to a par-
ticular class that is involved in our disambigua-

tion task. For example, the verbfeedis ambigu-
ous between the class GIVE and FEEDING when
occurring in the double object frame. The class
FEEDING has 6 verbs in it:bottlefeed, breastfeed,
feed, forcefeed, handfeed, spoonfeed. Although
the verbfeedin its FEEDING sense frequently oc-
curs in the double object frame (e.g.Mary fed the
baby some soy milk.), we could not findbottlefeed,
breastfeed, forcefeed, handfeed or spoonfeedwith
a double object frame in our training data. As a
consequence, it does not make much sense for us
to apply our unsupervised learning method to the
verbfeed. To solve this problem, we could build a
prior model as in Lapata and Brew (2004) which
is relatively accurate in generating the predomi-
nant class for a verb in a given frame and use the
predominant class generated by the prior model as
the default class for the test examples containing
feed.

3 Conclusions and Future Work

In this paper, we experimented with an unsuper-
vised learning method to disambiguate ambiguous
Levin verbs. Our experiments show that the unsu-
pervised learning method is not as accurate as the
supervised one. One reason is that we relied on a
statistical parser for identifying double object and
transitive frames in constructing training data for
our unsupervised learning method. Even though
we applied a set of linguistically-motivated heuris-
tics to filter out false instances of the frames we are
interested in, the training data obtained this way is
still noisy in that some false instances of the dou-
ble object and transitive frames are included in the
training data. However, we believe that the major
reason for our results is that Levin verb classifi-
cation is based on diathesis alternations, not con-
text words. Nevertheless, since our unsupervised
learning method performs consistently better than
the random baseline, we believe that the seman-
tic components shared by verbs within the same
Levin class are semantically correlated with their
context words.

Several avenues can be taken for future re-
search. First, instead of using all context words
as features, we could use the arguments (subjects,
direct objects and indirect objects) selected by the
verbs (Lin, 1998). For example, considerThe man
wrote me a very long letter., we saywrite has
three features: subj(man), direct obj(letter) and
indirect object(me). Intuitively, these arguments



should be more discriminative than words likethe,
a,andvery. Next, we only tested our unsupervised
learning method on two of Levin’s subcategoriza-
tion frames. It remains to be shown that this unsu-
pervised learning method works equally well for
other frames. Finally, we also want to try a state-
of-the-art word sense disambiguator (e.g. support
vector machine) and experiment it with both the
supervised and unsupervised learning methods.
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