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Abstract

Term translation probabilities proved an
effective method of semantic smoothing
in the language modelling approach to
information retrieval. We use General-
ized Latent Semantic Analysis to com-
pute semantically motivated term and doc-
ument vectors. Normalized cosine simi-
larity between term vectors is used as term
translation probability. Our experiments
demonstrate that GLSA-based term trans-
lation probabilities capture semantic rela-
tions between terms and improve perfor-
mance on document classification.

1 Introduction

Many recent applications such as document sum-
marization, passage retrieval and question answer-
ing require a detailed analysis of semantic rela-
tions between terms. The language modelling ap-
proach (Ponte and Croft, 1998) uses translation
probabilities between terms to account for syn-
onymy and polysemy.

In the language modelling approach documents
define a multinomial probability distributionp(w|d)
over the vocabulary. The conditional likelihood of
the query is estimated using the document’s distri-
bution: p(q|d) =

∏m
1

p(qi|d), whereqi are query
terms. Relevant documents maximizep(d|q) ∝
p(q|d)p(d). Berger et. al (Berger and Lafferty,
1999) introduced translation probabilities between
words as a way of semantic smoothing of the con-

ditional word probabilities. The estimation of the
translation probabilities is, however, a difficult task.

We use the Generalized Latent Semantic Analy-
sis (GLSA) (Matveeva et al., 2005) to induce trans-
lation probabilities. GLSA is a dimensionality re-
duction framework that computes term vectors in the
latent semantic space so that the cosine similarities
preserve the pair-wise term similarities in the input
space. We use appropriately normalized cosine sim-
ilarities between GLSA term vectors as term trans-
lation probabilities.

We used two methods of computing the similar-
ity between documents. First, we computed the lan-
guage modelling score using term translation prob-
abilities. Once the term vectors are computed, the
document vectors are generated as linear combina-
tions of term vectors. Therefore, we also used the
cosine similarity between the documents.

2 Experiments

We used a k-NN classification experiment to val-
idate our approach. We used the 20 newsgroups
data set. We computed GLSA term vectors for 9732
terms that occurred in at least 15 documents and
used them for document representation. Here we
used 2 sets of 6 news groups.Groupd contained
documents from dissimilar news groups1, with 5300
documents. Groups contained documents from
more similar news groups2 and had 4578 docu-

1os.ms, sports.baseball, rec.autos, sci.space, misc.forsale,
religion-christian

2politics.misc, politics.mideast, politics.guns, religion.misc,
religion.christian, atheism



Groupd Groups

#L tf-idf Glsa LM tf-idf Glsa LM

100 0.58 0.75 0.69 0.42 0.48 0.48
200 0.65 0.78 0.74 0.47 0.52 0.51
400 0.69 0.79 0.76 0.51 0.56 0.55
1000 0.75 0.81 0.80 0.58 0.60 0.59
2000 0.78 0.83 0.83 0.63 0.64 0.63

Table 1:k-NN classification accuracy for 20NG.

ments. We used the Lemur toolkit3 to tokenize and
index the documents; we used stemming and a list
of stop words. For the GLSA methods we report the
best performance over different numbers of embed-
ding dimensions. We ran the k-NN classifier with
k=5 on ten random splits of training and test sets,
with different numbers of training documents. The
baseline was the cosine similarity between the bag-
of-words document vectors weighted with tf-idf.

We computed the score between a training doc-
ument di and a test documentdj using the lan-
guage modelling score which included the transla-
tion probabilities between the terms, as in Equa-
tion 1, and cosine similarity between the GLSA doc-
ument vectors, as in Equation 2. We used term fre-
quency as an estimate forp(w|d).

p(dj|di) =
∏

v∈dj

∑

w∈di

t(v|w)p(w|di), (1)

wheret(v|w) ∝ 〈~v, ~w〉. ~v and ~w are GLSA term
vectors for termsv andw.

〈~dj , ~di〉 =
∑

v∈dj

∑

w∈di

α
dj
v βdi

w 〈~v, ~w〉, (2)

whereα
dj
v andβdi

w represent the weight of the terms
v andw with respect to the documentsdj anddi.

2.1 Results

Table 1 shows the classification accuracy using the
cosine between the tf-idf document vectors (tf-idf),
the cosine between the GLSA document vectors
(GLSA) and the language modelling score with the
GLSA based translation probabilities (LM) for dif-
ferent sizes of the training set (#L). For both groups
of documents, GLSA andLM outperform thetf-idf

3http://www.lemurproject.org/

document vectors. As expected, the classification
task was more difficult for the similar news groups.
In both cases, the advantage is more significant with
smaller sizes of the training set. There is no sig-
nificant difference in the performance of GLSA and
LM for the similar newsgroups. GLSA had a higher
accuracy with smaller sizes of the training sets for
the dissimilar newsgroups. We are planning larger
classification experiment to investigate the differ-
ence between these two approaches.

3 Conclusion and Future Work

We proposed a new method of computing term
translation probabilities in the language modelling
framework. We have shown that the GLSA term-
based document representation and GLSA-based
term translation probabilities improve performance
on document classification.

The GLSA term vectors were computed for all
vocabulary terms. However, different measures of
similarity may be required for different groups of
terms such as content bearing general vocabulary
words and proper names as well as other named en-
tities. Furthermore, different measures of similarity
work best for nouns and verbs. To extend this ap-
proach, we will use a combination of similarity mea-
sures between terms to model the document simi-
larity. We will divide the vocabulary into general
vocabulary terms and named entities and compute
a separate similarity score for each of the group of
terms. The overall similarity score is a function
of these two scores. In addition, we will use the
GLSA-based score together with syntactic similar-
ity to compute the similarity between the general vo-
cabulary terms.
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